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Character design in games involves interdisciplinary collaborations, typically between designers who create

the narrative content, and illustrators who realize the design vision. However, traditional work�ows face

challenges in communication due to the di�ering backgrounds of illustrators and designers, the latter with

limited artistic abilities. To overcome these challenges, we created Sketchar, a Generative AI (GenAI) tool that

allows designers to prototype game characters and generate images based on conceptual input, providing

visual outcomes that can give immediate feedback and enhance communication with illustrators’ next step in

the design cycle. We conducted a mixed-method study to evaluate the interaction between game designers and

Sketchar. We showed that the reference images generated in co-creating with Sketchar fostered re�nement

of design details and can be incorporated into real-world work�ows. Moreover, designers without artistic

backgrounds found the Sketchar work�ow to be more expressive and worthwhile. This research demonstrates

the potential of GenAI in enhancing interdisciplinary collaboration in the game industry, enabling designers

to interact beyond their own limited expertise.
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1 INTRODUCTION

In game design, the process of collaboratively crafting characters serves as a pivotal point where
creative and conceptual objectives intersect [19, 39, 45]. This process includes the two overlapping
stages of character concept development and character artwork illustrations. Thus, game character
design is a collaboration between the creative visions of designers and the illustrative skills of
artists [19].
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Fig. 1. Sketchar is a creative tool for game designers to generate game character profiles using natural

language.Workflow: (1) (2) The designer gives initial specifications and obtains generated results, (3) (4)

Designer can regenerate and edit the profile, (5) (6) (7) Designers and illustrators can engage with it through

actions such as showcasing an ID card, simulating conversations, and editing the relationships between

characters. Pipeline: Through the hierarchical content generation with prompt engineering, Sketchar creates

character profiles with the help of interactions with LLM.

The partnership between designers and artists is full of communication obstacles. Designers
express their creative ideas using written explanations, using visual elements only as supplements
to the conceptual explication. Afterward, illustrators convert these inputs into concrete visual
prototypes [19]. However, the exchange of ideas between these two domains of creativity may
result in misinterpretation, resulting in repetitive cycles of changes that require signi�cant time and
resource investment [19], which is particularly troublesome in the video game industry [15, 16, 35].

To help game designers overcome communication challenges and lack of expertise in illustration,
we implemented a web-based creative tool to allow designers to prototype the character design
process both conceptually and visually, easing them into the next step of working with illustrators.
Our system takes advantage of the ability of Generative AI (GenAI) tools to give idea inspirations
and customized image generation in response to natural language. We also applied ChatGPT
to facilitate the re�nement of keywords summarized from text input by designers, much like
summarizing design documents to make abstract concepts more concrete [49]. We input these
keywords into the GenAI tool DALLE as prompts to generate reference images for prototyping
early-phase character illustrations. The tool developed allows designers to organize and visualize
their ideas without expert skills in illustration, creating prototyped character designs that serve
as a bridge in communication between designer and illustrator work�ows [4, 71]. The design and
testing of the Sketchar tool addresses the following research questions:
RQ1: What are the challenges to collaboration and communication between designers and

illustrators in the team character design process?
RQ2: How may we facilitate both narrative and artistic aspects of character design in one

work�ow by applying GenAI tools for both conceptual and illustrative purpose?
Answering RQ1 allows us to design a tool with data informed from the actual work�ows of

designers, whereas answering RQ2 allows us to facilitate the designers’ ultimate task of communi-
cating with illustrators and artists to implement the design. In this study, we carried out formative
interviews with professional game designers, identifying the obstacles in the real-world game
design and collaboration work�ow within the industry. Based on these �ndings and insights, we
created Sketchar, a tool that uses ChatGPT and DALLE to generate keyword suggestions and visual
prototypes, designed also to facilitate conceptual inspiration and character template creation.
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We then conducted a mixed-method study with experienced game designers to assess the
challenges, constraints, and advantages of working with the tool. We found that the generated
images can foster expression of design details, and are particularly satisfactory to those without
professional artistic backgrounds. Meanwhile, designers with artistic backgrounds have a higher
demand for the quality of the prototypes. Comparing the use of Sketchar against a baseline control of
sketching-only, we found that participants reported signi�cantly higher rating of the collaboration
dimension in the Creativity Support Index (CSI). Additionally, we conducted an external evaluation
of the output quality of Sketchar from an artistic perspective with professional art designers,
showing that they can potentially work as part of real-world work�ows. Our work highlights the
way GenAI tools can empower creative processes for those lacking in skill expertise.

2 RELATED WORK

2.1 Character Design in Games

Character design is a pivotal element in storytelling, in�uencing the success of games and movies
[21]. In role-play games, immersive experiences rely on meticulously designed characters with
unique names, visual representation, and speci�c features such as personality, gameplay mechanics,
logos, and other distinguishing traits [12, 41]. The process of character creation, often perceived
as linear, though actually involves an iterative prototyping approach, progressing through initial
concept development, environment creation, and �nal visualization [21, 56, 72].

During the creation stages, designers employ visual metaphors to establish a character notions,
integrating game-play style and psychological attributes [64]. Jungian archetypes and narrative
content like Joseph Campbell’s book ’The Hero with a Thousand Faces’ guide the communication
of cohesive character concepts [37, 51]. Visual artists contribute during the visual design stage,
focusing on visual attributes like body shapes, poses, facial expressions, and color schemes, which
are then used to create a playable prototype [12, 47].
Despite this organized approach, character creation lacks a rigid procedure to be used at every

step [44]. In some procedures, iterative user testing is often encouraged and found adaptable to re�ne
characters [52, 70]. Nevertheless, it should be emphasized that character design extends beyond
only visual aspects to align with the narrative and motifs of the game [52]. Hence, establishing a
meaningful connection between a character and the narrative of a game is a signi�cant obstacle in
character creation. Our program facilitates the construction of game characters by including input
parameters that de�ne game genres, styles, worldviews, and other relevant factors. This allows the
created virtual characters to align with the speci�c context of the game.

2.2 Previous GenAI Interaction Studies

The evolution of Text-to-Image (TTI) machine learning, initiated by the work of Mansimov [49],
has witnessed signi�cant breakthroughs, from generative adversarial networks (GANS) [27, 75]
to CLIP (Contrastive Language-Image Pretraining) [60]. Recent models like DALLE-2 and Stable
Di�usion have demonstrated diverse capabilities in generating high-quality pictures, with Stable
Di�usion excelling in character face production [7, 20].
Progress in GenAI introduces prompt engineering as a novel interaction paradigm, o�ering

e�ective human interaction with text-to-image tasks [9]. Various prompting paradigms, such as
the "pre-train, predict, and prompt" for prediction tasks, have emerged [48]. Deckers’ approach
reframes prompt engineering as interactive text-based retrieval on an "in�nite index" [18], while
Ramesh proposes a similar transformer-based approach for this task [61]. These paradigms have
found practical applications, including the use of instant modi�ers in "point-in-time engineering"
[58], yet game design remains an underserved area.
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Recent technical assistance like ChatGPT, known for article condensation, data structuring,
providing novel ideas and fresh content based on preexisting information, holds potential for
enhancing TTI technology [1, 55, 73]. Particularly in game character creation, these models can
by organizing input information and interpreting generated graphic material. This capability not
only aids in managing and synthesizing vast amounts of data related to character attributes and
storylines but also provides valuable inspiration for AI tools designed for game character creation
and interaction.

2.3 Human-AI Collaboration for Character Design

Arti�cial Intelligence (AI) generation tools have found applications across various industries,
including business, education, healthcare, and content creation [23, 77]. Recent works explore the
integration of AI models in creative work�ows, such as artistic design, game development, and
creative writing [33, 38, 74].

In creativewriting and design, tools like TaleBrush [17], VISAR [76], FashionQ [34], and CodeToon
[67] leverage AI for collaborative story creation and visual sketching, contributing to the creative
process. Despite these advancements, there’s a notable gap in using AI for character design. While
tools like CharacterChat [62] support �ctional character creation, they lack real user involvement
in character image and pro�le generation [62].
GenAI has great transformative potential in the �eld of human-AI co-creation processes [26,

54, 69]. The collaborative design process is categorized into stages like Q&A, Wandering, Hands-
On, and Camera-Ready [31], and Spoto’s framework identi�es seven potential actions in mixed-
initiative co-creation [65]. These models guide the behavioral patterns of human-AI collaboration.
AI collaboration tools encompass editors, transformers, blenders, and generators, all of which
contribute to fostering this creative process [31]. Various studies, such as Scones and DuetDraw,
provide insights into AI co-design tools, guiding Sketchar’s interaction patterns [30, 57].

Recent research has introduced new perspectives and solutions for content creation across various
domains by combining large language models (LLMs) with generative image AI. For instance, Ray et
al. utilized Stable Di�usion and ChatGPT to create speculative designs visualizing potential future
scenarios related to climate change [43]. This integration of technologies has been used to inspire
creativity in the early stages of creation. DesignAID aids designers in accessing creative inspiration
[11], CharacterMeet assists writers in developing story characters through open-ended dialogue
and visual representation [59], and Text2AC helps animators bulk-generate visual appearances
for 2D game characters [68]. However, current AI tools primarily extend functionalities from the
perspective of designers, with limited exploration of how individuals without art skills, such as
planners, perceive and utilize these tools. Additionally, there is insu�cient research on how AI-
enhanced TTI technologies facilitate expression and communication in the design process. Current
virtual character creation tools often focus solely on either the appearance or the personality of
characters, whereas in real character creation, these aspects are inseparable. Sketchar also aims to
comprehensively consider multiple aspects of game characters to better meet the needs of game
design.

In summary, the evolving trend of applying AI in design processes aims to improve communica-
tion among participants. However, existing AI tools focus on image generation and lack the creation
of text to aid collaboration, and the creative process is still artist-driven or collaborative. In addition,
game character design is a relatively new �eld, and no tools have yet explored how to facilitate
communication between game designers and game artists in a working scenario. Sketchar innovates
by facilitating non-instantaneous collaboration in game character design, allowing designers to
express ideas through generated characters from stories and style descriptions.
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3 TOOL DESIGN

3.1 Preliminary Study

We conducted formative interviews with 10 game design professionals to understand the general
work�ow of character design, challenges in communication between designers and artists, and the
potential support of GenAI tools for addressing these challenges. The process is shown in Figure 2.

Pre-interview with 
designers and illustrators

Designers' workflow

Illustrators' workflow

Create the 
character profile

Decide the art 
style of the game

Get keywords/ key 
elements of the 

character

Get keywords/ key 
elements from the 

document

Search for 
reference charts 

online

Draw the sketch 
and send it to 

designers

Identify challenges and 
modifications

Communicate 
with illustator and 

iterate

Fig. 2. Interview Flowchart: We conducted interviews with both designers and illustrators to elucidate the

workflow and collaborative pathways employed by both parties during character design.

3.1.1 Interviews with game designers and artists. As shown in Table 1, all 10 game design pro-
fessionals (3 females and 7 males) studied game design, or are working in a game company. Our
interviews were all conducted online. The interviews were audio-recorded and transcribed for
analysis.
During the interview, we asked about (1) their general work�ow when doing character design,

(2) the di�culties and challenges they encounter in the design process, (3) the way designers and
artists communicate and collaborate, and (4) their attitudes towards GenAI tools and the potential
use scenarios.

After the interview, we applied thematic analysis and keyword coding to analyze the interview
transcripts. Following established open coding protocols, three study team members �rst conducted
a round of independent initial coding of interview transcripts [10, 42]. Then they created a common
code book through discussion. Using this code book, a thematic analysis was performed on each
interview to uncover emerging topics. The research team collectively reviewed the coding outcomes
to identify high-level themes.

Table 1. Demographic Information of Participants in the Formative Interviews.

ID Gender Team Roles Experience and Position with Character Design

R1 Male Illustrator Art Planning in a medium-scale game company.

R2 Male Designer Game Designer in a large game company.

R3 Male Illustrator Ex-Intern of prominent game companies, worked on character creation.

R4 Female Illustrator Master’s Student of Game Design worked on character design for an indie game.

R5 Female Illustrator Indie Artist, Animation student, worked on independent character creation.

R6 Male Illustrator Indie Artist, Animation student, and Ex-Intern in several game companies.

R7 Female Illustrator Lead Artist of a game project. Several experiences working as a game artist.

R8 Male Illustrator Professor in an art university, art consultant for indie games.

R9 Male Designer Game Designer in a prominent game company.

R10 Male Illustrator Student started doing projects for half a year, working on character design.

3.1.2 Findings regarding game character design workflow. Game character design ideation process
of the designer side: In the preliminary study, our interview of game designers illustrated key
phases of the character design work�ow from the designer side.

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CHI PLAY, Article 337. Publication date: October 2024.



337:6 Long Ling, Xinyi Chen, Ruoyu Wen, Toby Jia-Jun Li, and RAY LC

Create the character pro�le: We found that game designers would de�ne "essential game

elements, including the overarching narrative framework and core gameplay mechanics" (R2, R9). This
initial contextual backdrop, often seen as "the precursor to detailed character development, lays the

foundation for creating comprehensive character pro�les"(R2).
Decide the art style of the game: In game design, "selecting the overarching artistic style" is a

pivotal creative process (R1). This decision involves negotiating various visual elements and serves
as a conduit for expressing the game’s theme and mechanics. Importantly, the "chosen style remains

open to re�nement through collaboration with illustrative team members" (R7, R9).
Get Keywords/key elements of the character: In the game’s setting, "designers need to

re�ne character keywords to align with the narrative, aiding communication with artists" (R9). These
keywords include "core attributes and motivations, facilitating visual translation" (R1, R6) for cohesive
character integration.

Game character design ideation process of the illustrator’s side: In the preliminary study, three
main phases of the work�ow from the illustrator’s side have been identi�ed according to the
interview.

Get keywords/key elements from the document: Upon receiving keywords from designers,
illustrators engage in collaborative discussions with the design team. These exchanges provide
a platform for mutual exploration and alignment, fostering an understanding of the character’s
conceptual essence. "If both parties agree on the identi�ed keywords, these re�ned descriptors solidify,

serving as a de�nitive characterization blueprint"(R6, R7).
Search for reference charts online: Illustrators usually begin by searching for reference

images online, guided by the established character keywords. For example, R4 noted that "I always
use some websites like Pixiv, Pinterest, and Artstation to �nd a reference image for the speci�c keyword".
These reference images serve as visual touchstones, aiding illustrators in cultivating an aligned
visual interpretation of "the character’s attributes, demeanor, and thematic essence"(R4, R6). The
rationale for this approach appears to be to align the character to established standards for particular
keywords.

Draw the sketch and send it to the designers: Based on an initial understanding of the char-
acter, illustrators embark on the creation of preliminary sketches. These sketches are subsequently
shared with designers, initiating a collaborative iteration process. Designers provide feedback and
insights that re�ect their vision and align with the character’s established keywords.

In the practical work�ow, both the designer and illustrator undergo several rounds of discussion
and iterations, with the designer ultimately con�rming the character’s suitability for integration
into the game development process.

3.1.3 Preliminary Findings: Challenges. Communication di�culties amongst designers and

artists due to divergent backgrounds and vocabularies are reported to be their biggest chal-
lenge. In the work�ow, team communication is important for “collaboration with game designers

and visual artists to ensure that character design aligns with the overall vision.”(R4) However, “...there
can be noticeable challenges in communication between the art team and the game designers. The

di�erence in thought processes between artists and game designers can sometimes make communica-

tion di�cult.”(R6). For example, in the process of designing a non-player character (NPC), game
designers might express some requirements, such as, "I envision a character with a cool demeanor,

serving as a hacker, and sharing a classmate relationship with our protagonist."(R2). The text-based
communication approach here can be indirect, leading to oversight over subtle details like character
looks and expressive personality that are challenging to articulate verbally. This may, in turn,
result in undesirable designs and necessitate additional revision iterations. “sometimes there can be

distortion or loss of information. It depends entirely on the understanding and expertise of the art team.
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Only if they are experienced can they quickly grasp what you couldn’t convey.”(R3). Moreover, “when
all the art assets from di�erent artists come together to form the entire game art package, there may be

slight deviations from the original elements de�ned by the game designer or the lead artist.”(R7).
Challenges in innovating and diversifying designs based on inspirational insights were

also reported. "I often fail to �nd the highlights and inspiration in my designs" (R9), and "character
personas are being misused; it is becoming increasingly di�cult to come up with innovative and

engaging character stories" (R5). In addition, character designers described di�culties in expressing
creative intentions: "I have an awesome image of a character in my head, but I don’t know how to

express it" (R2), "I often have to spend so much time to �nd a reference image of the costume pattern I

want" (R10). Some game designers struggle with how to make the characters more vivid: When

creating some RPG games, I really can’t imagine how the NPC will react to interact with the main

character (R9).
To address the challenge, game designers reported using the following adaptations in their

character design work�ow.

3.1.4 Preliminary Findings: Adaptations. Keyword re�nement based on character design

document was reported by respondents in the game industry. Generally, they will “extract the
elements I(they) want to use, re�ne and integrate them, then sketch and outline the silhouette.”(R8)
The keywords are always “Art style+characteristic.”(R4) The characteristics will be based on “certain
symbols and imagery.”(R6) For example, when thinking about a "cool boy," they will ”think about his
appearance, such as him wearing a military-style out�t.”(R6). However, it is di�cult to accurately
summarize keywords. Experienced game developers tend to rely on their “inherent impressions”(R6)
and “artistic knowledge” in this endeavor (R7).

Using reference images enhances communication between game designers and artists.
“Sometimes, when you imagine something, it becomes di�cult to describe it properly. This is especially

true for original characters that have never been created before. It is challenging to describe them

verbally, so �nding references becomes crucial.”(R3) Respondents reported that in their previous
working experience, communicating with reference images was e�cient for building a common
comprehension of the characters within the team. However, the character images desired by
developers may not be available as precedents online. This leads designers to “�nd similar designs

and ask the artist to combine them or �nd more designs from di�erent sources.”(R3), which leads to
more needed communication and less e�cient work�ows.

3.2 Design Goals

We endeavored to design and develop a human-AI collaborative system for facilitating character
designwhile removing communication barriers between designers and illustrators. Drawing insights
from the literature review and preliminary �ndings, we distilled our �ndings into the following
design goals:
DG1: Enhancing Keyword-Driven Character Image and Pro�le Generation. To address

the pain points of game designers, we aim to empower the designer’s work�ow, allowing for more
e�cient and creative character concept development. Keyword-driven generation can potentially
streamline the character design process while allowing for coherent and engaging image results.
DG2: Constructing Character Sharing Channels as E�ective Communication Bridges.

Preliminary studies revealed the need for e�ective communication conduits between game de-
signers and illustrators. Recognizing the critical role of cross-disciplinary communication in the
collaborative process, we focused on creating structured mechanisms for sharing insights, feedback,
and design requirements. The channel is intended to facilitate the exchange of ideas between
stakeholders involved in character design, fostering a more cohesive creative work�ow.

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CHI PLAY, Article 337. Publication date: October 2024.



337:8 Long Ling, Xinyi Chen, Ruoyu Wen, Toby Jia-Jun Li, and RAY LC

DG3: Brainstorming Character Properties and Inspiring Creative Ideas by using GenAI.

We hope to apply GenAI to inspire designers to rapidly come up with ideas during character design.
We hope that during this process, designers will be given impetus to imagine what characters
look like, evaluate several alternatives, and be in a position to direct illustrators to emphasize key
personality and relationship properties of the characters being developed.

3.3 Example Scenario

In this section, we provide an illustrative example of how Sketchar operates in a practical context.
Consider a game character designer tasked with creating a brave warrior protagonist from a war-torn

land. Faced with the challenge of depicting speci�c attributes and appearances of characters, she
opts to utilize Sketchar to organize her thoughts and gather reference images, as shown in the
Sketchar walkthrough Figure 3.
First, she initiates the process by entering her design intentions into the tool’s initial state in

Figure 3.1. She can specify key traits, attributes, or contextual details related to the character’s
persona. Second, upon inputting her design intentions, she interacts with the Sketchar create
page, which, in turn, provides her with prompt suggestions and potential images in Figure 3.2.
Sketchar assists her in generating initial ideas and visual references aligned with her character
concept. Third, in Figure 3.3, the designer has the �exibility to modify the information provided
by the generator. In response to her adjustments, Sketchar regenerates results to �ne-tune the
character concept. Forth, as the character concept evolves, the designer retains full control over the
detailed editing process. She can further customize and re�ne character-related speci�cs such as
appearance, keywords, personality traits, and background narrative in Figure 3.4. Fifth, following
the iterative design and editing phases, the tool presents the outcomes in the form of an ID card
in Figure 3.5. This concise representation serves as a visual reference for the designer’s work.
Sixth, the designer can take her design process a step further by sharing the generated character
concept with collaborators or peers. Seventh, In Figure 3.6 and Figure 3.7, when the designer
shares the generated character concepts with her collaborators, they have the option to engage
in conversations with the characters generated by the tool to gain more inspiration. Moreover,
they can explore the possibility of constructing a character family tree, tracing the evolution and
relationships between di�erent character iterations, and potentially gaining deeper insights into
their personas.

3.4 Technical Details

As illustrated in Figure 4, the architecture of Sketchar comprises an interactive web application
frontend by React and a backend utilizing the Flask framework. In the front end, users can modify
the input and AI output results to achieve a human-in-the-loop co-creation e�ect. The backend
employs Prompt Engineering to interact with ChatGPT and DALLE applications and accesses the
MSDB database for data storage and management. Speci�cally, we have established routes and
pages to support the various functionalities of Sketchar.
3.4.1 Hierarchical Content Generation with Prompt Engineering. Our tool employs a hierarchical
content generation approach, supported by prompt engineering techniques, which are shown in
Figure 5. Hierarchical content generation means that the content is generated through a structured,
multi-layered process, where each layer builds upon the previous one. O�ering a comprehensive
overview of the pipeline, we utilize input parameters like "name," "role details," "background
story," and "game type" in the �rst layer. In this layer, ChatGPT generates summarized integrated
information using the prompts from the �rst one in the Prompt Examples of Figure 5. Progressing
to the second layer, the LLM generates keywords based on the previously summarized integrated
information. In the third layer, we provide both the generated keywords and "render style" and
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A. ChatGPT supported 
game types selection box

B. ChatGPT 
supported render 

styles selection box
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C. Role setting 
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users  
GENERATE RESULTS

A. Concept image 
of  the character  

B. Keywords of  
the character

C. Detailed 
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character

D. Summary of  
the character

E. Fuction 
button group 

REGENERATE I N THE LOOP  

EDI T DETAI LS

A. Modif ied 
rendering style  

B. Modif ied 
background 

story 

C.   
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images

D.   
Regenerated 

character 
prof ile

SAVE & DI SPLAY
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B.   Edit the 
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CHARACTER RELATI ONSHI PS

A. Select Characters B. Share character 

A.    Proxy roles 
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A. Relationship 
connection 
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Fig. 3. Sketchar walkthrough. Step 1: Initialization - Users input their design intentions in the initial state.

Step 2: Result Generation - ChatGPT provides users with prompt suggestions and potential images. Step

3: Modification and Regeneration - Users can modify the generator’s information, and ChatGPT produces

revised results. Step 4: Detailed Editing - Users have the freedom to edit character-related details. Step 5:

Displaying Results - The outcomes are presented in the form of an ID card. Steps 6 and 7: Sharing with Others,

Conversing with Generated Characters, and Constructing Character Lineage Trees.
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2. Fine-tune the agent model 
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Generate character images DALL-E 2
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The backend of Sketchar is 
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Python web framework. 

GPT-3.5

CLIP
Optimize prompt words

GPT enables Sketchar to 
summarize character profiles and 
provide capabilities for agents.

The CLIP model understand 
both textual and visual content 
to generate effective prompts.

Fig. 4. System Architecture: This system is devised to integrate robust artificial intelligence models(DALLE

and GPT-3.5) into a web-based framework with CLIP and prompt engineering. The communication parts are

represented by dashed lines, while solid lines introduce the adopted technical solutions and their purposes.

"role details" from the input to DALLE as prompts, resulting in the creation of suggested images.
Additionally, it is worth mentioning that we incorporate detailed prompts, such as "nomore than 150
words" and "name, age, dressing style, weapon, background story," to shape the content and format
of feedback, promoting a more structured response. In summary, this methodology empowers the
tool to comprehend and address user inputs in a coherent and contextually relevant manner.

Fig. 5. Prompt Process Flow: (1) Phases: In the generation phase, character profiles will be obtained in the

order of input, summary, and generation. In the interaction phase, users can chat with the agent and build a

family tree. (2) Examples: Presenting certain prompts along with their corresponding outputs.

3.4.2 Human-in-the-Loop (HITL) for Character Creation and Editing. Our tool integrates a Human-
in-the-Loop (HITL) approach within the character creation and editing process, as shown in Figures
3.3 and 3.4. As depicted in Figure ??, this approach places users at the core of character development,
empowering them as active collaborators in guiding and re�ning AI-generated content. In terms
of the technical process, by hierarchically generating content outcomes, we utilize keywords and
associated content information as input for image generation, producing �ve reference images for
character depiction. To facilitate iterative re�nement based on user feedback, users can manually
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Si mul at e Chat Fami l y Tr ee

                    
The React  Fl ow modul e 

al l ows user s t o 
est abl i sh connect i ons 

bet ween t he mai n 
char act er  car d and 

ot her  char act er s by 
dr aggi ng l i nes.

St ep 1
          

Af t er  est abl i shi ng  
t he r el at i onshi p,  an 

edi t abl e t ext  box 
appear s bel ow t he 

car d,  wher e user s can 
f i l l  i n t he 

r el at i onshi p t i t l e.

St ep 2             
Ent er  t he t opi c 

you ar e 
i nt er est ed i n.

St ep 1

  
Recei ve ver y 

per sonal i zed char act er  
di al ogues.

St ep 2
    

Repeat  t he above 
pr ocess unt i l  user s 

gai n i nspi r at i on f or  
t he subsequent  desi gn.  

St ep 3

Fig. 6. Simulate Chat Workflow: Step 1, Enter the chat contents. Step 2, Receive a personalized answer.

Step 3, Repeat the process. Family Tree Workflow: Step 1, Utilize the ability of React Flow Module to build

relationships by dragging lines. Step 2, Fill in the relationship name below the card.

edit content, select the image, and repeat the aforementioned process to ensure that the resulting
character pro�les harmoniously resonate with their creative vision.

3.4.3 Inspire Creativity by Customizing AI Agents and Character Family Trees. We further imple-
mented customization of the AI agent and a view of inter-relatedness among multiple characters
through a role family tree, whose interaction process can be seen in Figure 6. Speci�cally, the
agent is further processed from the generated game character pro�le. As shown in the "Role Agent
Example" in Figure 5, we use JSON �les as �ne-tuning content, allowing the role agent to utilize the
language understanding, personality disclosure, and context preservation capabilities of the LLM,
thereby providing users with a seamless role-playing experience characterized by participation
and authenticity. Moreover, Sketchar facilitates the linkage of multiple characters’ relationships.
Designers can connect these relationships to construct a family tree, assisting in the organization
of character relationships. While inspecting a character, illustrators can explore associated nodes,
expediting access to character information.

4 USER STUDY

We conducted a qualitative study involving a cohort of 13 participants to examine the process by
which they work with Sketchar in the character design process. We also conducted a quantitative
study with 17 respondents, comparing a control (baseline) task of sketching-only work�ow vs. the
Sketchar rapid prototyping work�ow. Details are shown in Figure 7.

4.1 �alitative Study on Processes of Character Design and Use of Sketchar

4.1.1 Participants. Table 3 shows the 13 game designers from China (5 female, 8 male) we recruited
for the study. The participants represented a range of professional backgrounds, including: 5
participants from small-scale game development studios, 3 from prominent industry companies,
2 indie developers, and 3 students pursuing game design studies. More than 50% of participants
reported having over three years of experience in game development, while 4 respondents had one
to three years of experience and 2 had less than one year of experience. Our recruitment strategy
targeted game developer communities on social media to ensure the inclusion of skilled game
designers familiar with practical game character design. Each respondent received a compensation
of 50 Chinese Renminbi (RMB) for their time and insights.

During the previous formative study, we discovered that artistic capabilities a�ect the process and
outcomes of character design. Generally, game designers with artistic backgrounds always produce
more detailed character designs and high-quality reference images. As a result, we incorporated a
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Informed Consent and 
Background Information

Task 1
Character Design Proposal

Task 2 
Sketchar Tutorial and Task

Participants were tasked with submitting a character 
design proposal based on their experience and ability 

within a 20-minute timeframe.

participants received instructions on how to use 
Sketchar for 5 minutes and were asked to complete a 

character design task within 25 minutes.

Qualitative Study
Semi-structured Interview

CSI Questionnaire 2
for Sketchar 

13 interviewees

17 respondents

CSI Questionnaire 1
for Baseline 

Quantitative study
CSI Results

Random
Order

Fig. 7. �alitative Study Pipeline: (a) Commence the experiment by introducing it and obtaining informed

consent from participants. (b) Allocate 20 minutes for the completion of Task 1. (c) Provide instructions

for Sketchar and allow 25 minutes for the completion of Task 2. (d) Conduct a 10-minute semi-structured

interview.�antitative Study Pipeline: Perform the same tasks as in qualitative research, with the order of

the two tasks randomized. Additionally, fill out the corresponding CSI questionnaire a�er each task.

range of artistic prowess as one of the variables in our user testing: Six participants reported having
strong artistic pro�ciency (having independently crafted original artwork for game characters),
while the remaining seven participants lacked artistic background.

Table 2. Demographic Information of Participants in the�alitative Study.

ID Gender Art Skill Length of Time in Game Industry Type of Work

P1 Female Yes 1-3 years small-scale game development studio

P2 Male No more than 3 years small-scale game development studio

P3 Male No more than 3 years prominent game company

P4 Male No more than 3 years indie developer

P5 Male No less than 1 year indie developer

P6 Male No more than 3 years small-scale game development studio

P7 Female Yes 1-3 years small-scale game development studio

P8 Male No 1-3 years small-scale game development studio

P9 Female Yes more than 3 years student

P10 Female Yes more than 3 years student

P11 Female No more than 3 years prominent game company

P12 Male Yes less than 1 year student

P13 Male Yes 1-3 years prominent game company

4.1.2 Study Design. We asked participants to imagine themselves as game designers for a company
and assigned them the speci�c task of working on character design. The goal of the task was to
e�ectively communicate the design to the game artists/illustrators so that they could accurately
draw the character. To determine the task content, we conducted a demographic questionnaire
survey in which we asked about the participants’ familiarity with game styles and character types,
as well as their previous design experiences. Two task themes were given: designing a master
character for a cyberpunk-style, open-world game (task 1) and designing a master character for a
platformer anime game (task 2). We aimed to incorporate as many common styles and genres as
possible while considering the participants’ design experience. The experiment lasted approximately
60 minutes and was conducted online via the Kook platform. The process is shown below:
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• Step 1: Prior to the experiment, participants were given an introduction to the experiment
process and were asked to provide informed consent and background information.

• Step 2: Participants were instructed to submit a character design proposal to the artist based
on their experience and abilities, as outlined in Task 1. They were given 25 minutes to
complete the task.

• Step 3: Following a short break, participants received instructions on how to use Sketchar for
5 minutes and were given 25 minutes to complete Task 2 with the use of Sketchar.

• Step 4: After completing both design sessions, participants were asked questions about
how they used Sketchar and what challenges and adaptations they encountered in a semi-
structured interview conducted by the researchers.

4.2 �antitative Study Comparing Design-only Baseline with Sketchar-Supported

Design

4.2.1 Participants. In this second study, we engaged 17 participants(9 males), aged from 21 to 27
years old (Mean = 23.47, SE = 1.87), recruited via snowballing method from di�erent universities
in China. The participant group was composed of two distinct pro�les based on their artistic
experience: 9 participants possessed prior experience in creative artistic �elds (not less than one
year), while the remaining 8 participants did not have any formal artistic background. We ensured
that all participants had at least one game development experience as character designers in teams.

Table 3. Demographic Information of Participants in the�antitative Study.

Number Gender Age Art Skill Type of Work

1 Female 21 Yes student

2 Male 24 Yes small-scale game development studio

3 Male 24 No prominent game company

4 Female 24 No indie developer

5 Male 22 Yes indie developer

6 Female 27 No prominent game company

7 Female 25 No prominent game company

8 Male 25 Yes small-scale game development studio

9 Male 21 No student

10 Female 22 Yes student

11 Female 25 No prominent game company

12 Female 23 Yes student

13 Male 27 Yes prominent game company

14 Male 22 No small-scale game development studio

15 Female 23 No prominent game company

16 Male 22 Yes small-scale game development studio

17 Male 22 Yes small-scale game development studio

4.2.2 Study Design. In the second user study, we replicated the steps employed in the �rst study,
introducing a modi�cation: the order of task 1 (Baseline Control Condition) and task 2 (With
Sketchar) was counterbalanced by randomization. Unlike in the �rst study, we asked participants
to complete a Creativity Support Index (CSI) survey [13] to collect user feedback after each of the
trials, both after task 1 and after task 2. The survey attempts to measure how well the tool supports
creative activity on a scale of 0 to 10 in six dimensions. The content of the scale can be found in the
appendix. To ensure semantic coherence, within the baseline condition, we replaced the description
"the system or tool" with "the process."
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Furthermore, the collaboration subscale of the CSI generally refers to synchronous collaboration
with another person. However, the asynchronous collaboration that Sketchar supports between
designers and artists. Considering Sketchar’s design goals, we still included this subscale in our study.
During the experimental process, we informed participants that the term ’collaboration’ referred to
cooperation with a potential artist, so they had to imagine working with an artist/illustrator on the
project.

Fig. 8. In the interviews, the interviewees received Task 2: Generating the protagonist for a fresh platform

jumping adventure game. The images displayed include partial results generated using Sketchar, involving

six experts (P1, P2, P3, P9, P10, and P11).

4.3 �alitative Results from Study on Character Design and Use of Sketchar

Drawing upon observation records and semi-structured interview data, we uncovered the work�ow
of how users use Sketchar (Shown in Figure 9). We performed thematic analysis on the initial
coding from the interview data, and through collaborative discussion by all three researchers, we
reached a consensus on key �ndings from the study.

Fig. 9. A study process example of interviewee P6: Step 1 involves preliminary planning and brainstorming.

Step 2, the participant logs into the website. Step 3 entails completing a character form. Step 4 involves

generating a character using tools and iteratively refining it. Step 5 encompasses saving and reviewing

the presentation results. Step 6 downloads the character file for sharing. Step 7 entails undergoing a semi-

structured interview and questionnaire survey.

KF1: Artistic participant backgrounds lead to a higher demand for details of game

character design. The user testing phase elucidated a notable trend: participants with artistic
skills and backgrounds tend to craft comprehensive design documents during Task 1. They also
exhibited a propensity towards discontentment with the detailed output generated by Sketchar,
especially in the generated reference diagram section. For example, P12 said: “The generated image

is a little bit easy and lacks many details compared with the standard of my work�ow”. Without
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details, the image now generated “is hard to utilize in pragmatic work�ows” (P13). However, the
study results from participants without artistic backgrounds reveal a di�erent insight: “Something is

better than nothing” (P2); “Since I don’t know how to represent my design in the form of art, I thought

generating some simple reference images would help me communicate my design” (P3).

Fig. 10. An example of import and output content

from P4. He designed a master character named

Ahab for a platformer anime game.

Fig. 11. Correspondence of the image and prompt

words: Taking participant P5’s results as an example,

and mapping features of the outcome image to the

original inputs.

KF2: Classifying and expanding character design concepts through GenAI assists game

designers in expressing creative ideas, fostering re�nement of design details. Many partici-
pants noted that Sketchar allowed them to elaborate on simple and early-stage character design
concepts and generate a more coherent design document. Sketchar appears to aid them in structur-
ing their design concepts quickly, enabling them to progress to more detailed stages. According
to one participant, it "can help with basic character analysis and style generation. The text sorting

and classi�cation aspect is commendable and highly e�ective, particularly in swiftly organizing ap-

pearance, weaponry, and personality details" (P11). It’s also bene�cial for game designers to conduct
further design work. “The generated documents can serve as the basis for my further detailed design.

Meanwhile, the expanded generation of the character’s worldview by this tool can also inspire me to

think about the whole character’s setting” (P2).
KF3: The generated reference images provided assistance in visually expressing design

requirements. According to the participants, they can usually quickly generate an abstract con-
ceptualization of a character given inspiration. However, fully expressing their ideas to illustrators
for design realization proves more challenging. "I understand the essence and feeling of the character,
but articulating it becomes di�cult, resulting in communication and dialogue misunderstandings

with illustrators in the team"(P2). While reference images can be helpful in such situations, certain
issues may arise. "Merely searching for reference images cannot resolve these matters as many desired

characters may not currently exist." (P5) Participants utilized Sketchar’s capacity to produce reference
images based on design concepts. Although the quality of the generated images is not �awless,
they reported that they can serve as a foundation for communication. "I can inform the illustrator

that I desire the face and hairstyle depicted in this picture while requesting adjustments regarding

hair and clothing coloration. In this manner, the communication document commences with a visual

representation to convey my preferences and concerns."(P5) P5’s results are shown in Figure 11.
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4.4 �antitative Results from Study Comparing Baseline with Sketchar-Supported

Design

Figure 12 shows the creativity support index for di�erent work�ows and di�erent art skill levels.
First, the data did not follow a normal distribution, we performed a two-way nonparametric ANOVA,
and no signi�cant interaction was found between the variables (p = .146 > .05, Scheirer-Ray-Hare
test). Due to the non-normal distribution of di�erences between data pairs, we used the Wilcoxon
signed-rank test to analyze the CSI score. Figure 12 shows that the CSI score for the Sketchar
condition is signi�cantly higher than that under the control baseline condition (p = .028). The
Cronbach’s alpha of each CSI factor was greater than 0.7, indicating that all factors possess internal
consistency. Multiple comparisons and corrections were performed on the factor scores of the
di�erent dimensions to further explore the di�erences between the CSI data. Tukey test showed that
Immersion scores are signi�cantly lower than scores on the other dimensions, while Collaboration
scores are higher than any other dimensions. We did not statistically test each factor score. Instead,
we compare them directly, which is a suggested way to compare two di�erent creativity support
tools [13, 59]. On all dimensions except enjoyment, Sketchar scored higher than baseline control,
especially in the Collaboration dimension. The factor score suggested that participants perceive
the tool as facilitating cooperation between character designers and artists. For the di�erences in
the Enjoyment dimension, it suggested that the higher scores in enjoyment for the baseline could
be attributed to participants being more accustomed to existing tools and general work�ows for
task completion.

Fig. 12. The comparative analysis of the total CSI scores and factor scores. (a) The average CSI score for

Sketchar is significantly higher than the CSI score for the baseline condition (p= .028 < .05*). (b) In the group

without artistic skills, Sketchar’s CSI score is significantly higher than in the group with artistic skills (p= .011

< .05*). (c) The average scores in six dimensions under Sketchar and baseline conditions. Sketchar scores are

significantly higher than the baseline scores in the Collaboration dimension. (d) The average scores in the six

dimensions of Sketchar for participants with and without art skills. In the expressiveness and Results Worth

E�ort dimensions, the group without art skills scored significantly higher than the group with artistic skills.
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We compared the CSI scores for Sketchar between participants with and without art skills using
the Wilcoxon rank-sum test. Figure 12 (b) shows that participants reporting lacking professional
artistic skills scored signi�cantly higher than those reporting possessing professional artistic skills
(p = .011). Character designers without great artistic skills showed greater interest in our tool and
provided more positive evaluations. Large di�erences in factor scores were observed, particularly in
the dimensions of Expressiveness and Results Worth E�ort. The di�erence on these two dimensions
reaches more than 2 points. We infer that participants with art skills, capable of creating their
own characters, likely compared the outcomes generated by the tool with their own drawing
results, resulting in a more critical assessment of the tool’s expressiveness and cost-e�ectiveness.
Interestingly, the scores in the exploration dimension were slightly higher for participants with
artistic skills. The di�erence suggested that as artists, they may value the exploratory inspiration
o�ered by the Sketcher to a greater extent.

4.5 Expert Evaluation of the �ality of Images Co-created with Sketchar

To evaluate the qualities of images generated from co-creation with Sketchar’s, and how well
they can potentially facilitate real-world communication between designers and illustrators, we
engaged �ve illustrators from the preliminary study as expert evaluators. These experts were tasked
with assessing the applicability of Sketchar’s outputs as conceptual reference for professional
game development in comparison with their own work�ows. We selected �ve distinct prompts
from the former study used by designers, for which Sketchar generated ten reference images each.
The evaluators then critically reviewed the quality of each image to determine its suitability as a
reference in actual design work�ows, much as their own created images.

Table 4. Demographic Information of Experts.

ID Gender Time in Game Industry Experience and Position

E1 Male 3-5 years Art Planning in a medium-scale game company

E2 Female more than 5 years Indie Artist, Animation student, worked on character creation.

E3 Female more than 5 years Lead Artist of a game project. Several experiences.

E4 Male more than 5 years Professor in an art university, art consultant for indie games.

E5 Male 3-5 years Indie Artist, Ex-Intern in several game companies.

The quality of 10 images in each generated set is assessed to ensure relevance and creativity in
aiding game design processes. To achieve this, we employed a work�ow where experts, familiar
with the process of game character design, ranked the quality of images based on their practical
utility in actual design work�ows. Then they would decide how many generated images in each set
are quali�ed as reference images in real-game character development. This process is consistent
with their real work�ow: illustrators would evaluate the quality of the reference images provided by
the game designers to decide if they are "useful for further character development in your work�ow."
The experts identi�ed an average of 6.84 images per set(ten) as relevant valuable references for
game character artists. This suggests that Sketchar is capable of producing character images from
keywords that would contribute to real-world work�ow (Figure 13).

5 DISCUSSION

5.1 GenAI as a Support Tool for Expression and Inspiration

It is di�cult to articulate thoughts in a particular medium without professional skills. Recent
research has employed GenAI to aid users in expressing their ideas [17, 25, 53]. However, these
studies have focused on storytelling and expression, with limited research dedicated to the type of
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Fig. 13. Example reference images generated by participants in the study. (a) Prompt 1: A very cool boy with

long hair for a 2D anime AVG. (b) Prompt 2: In an RPG game, a very cute girl in the Cyberpunk world, she is a

policewoman using gun to punish crimes. (c) Prompt 3: An NPC for a DND like game, a wise old dwarf, very

warm-heart, always smile. (d) Prompt 4: A main character for a reasoning game, a very cool and serious girl,

who is one of the greatest detectors in the world. (e) Prompt 5: In a Chinese-style RPG game, a chinese-ink

style knight, he holds a sword, he looks very cool and always calm.

interdisciplinary design expertise necessary in, for example, the crafting of characters for games.
This domain su�ers from the issue of created characters becoming stereotypes when lacking
originality from their creators [72]. This concern was echoed in our preliminary study, where
participants reported di�culties in innovating and diversifying their designs. GenAI leverages
large data to provide a natural language interface for idea generation, promising to be a solution
for designers to overcome issues of lack of originality [40], applied in domains like fashion [34]
and design sketching [5, 29].
Based on preliminary expert interviews, we designed Sketchar speci�cally for the creation of

characters in games while addressing the most serious pain point of communication between
designers and illustrators. Sketchar utilizes a keyword-driven approach to character design, which
was found to be a standard that is e�cient for professional game designers in our formative
interviews. Previous work proposed three requirements for the Creativity Support Tool (CST) [14]:
1) allow users to express under-constrained intentions; 2) enable the tool and the user to co-learn
user expressions; 3) allow easy and expressive iteration. Firstly, Sketchar enables designers to input
content freely, including common game genres and styles. This input is then mapped to associated
images, assisting designers in expressing their creative intentions. Secondly, we employ ChatGPT
to structure user inputs and generate coherent character pro�les, aiding in the organization of
designers’ thoughts. Finally, Sketchar allows users to edit and regenerate character pro�les, with
the option to save preferred outcomes at any stage.
The CSI score �ndings demonstrate the e�cacy of Sketchar in the character design process.

Sketchar’s expressiveness results are notably superior to baseline levels for persons without artistic
backgrounds. The disparity may arise due to those character designers who lack artistic abilities
resorting to non-customized approaches like online image searches, which would not be able to
express their intentions well. Thus, those with limited artistic ability would be more likely to �nd
Sketchar’s capabilities in generating character images liberating. Conversely, character designers
who possess artistic abilities may uphold more stringent criteria for the excellence of character
illustrations. Qualitative insights from interviews further supported this trend. Participants with
art backgrounds frequently commented on the quality of the generated images, exempli�ed by
P13’s observation: "The system is intriguing; however, I am not very satis�ed with the generated

images." People with art skills seem to have more concerns about AI-generated images [15, 36]. For
example, in Ko’s study [36], they interviewed 28 artists to evaluate images generated by Large-
scale Text-to-image Generation Models, and the results showed four key limitations of LTGMs
from artists’ perspective: First, their predictability limits unexpected, creative inspirations. Second,
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LTGMs lack the ability for deep personalization and fail to address practical design speci�cs,
such as architectural feasibility or detailed fashion elements. Third, the reliance on text prompts
restricts the expression of novel or abstract concepts, hindering the artistic process. Finally, the
ine�ciency and cumbersome nature of LTGMs make them less available for artists with speci�c
visions, highlighting a gap between LTGMs capabilities and the practical needs of artistic creation.

During the qualitative user testing interviews, designers evaluated Sketchar’s character pro�le
organization feature. During the �rst phases of character design, designers often integrate a wide
range of various aspects and ideas (P6) and develop pro�les to elucidate their design concepts.
In addition, several designers observed that when they experience a lack of ideas or originality,
the character pro�les produced by Sketchar provided a source of inspiration. While these pro�les
may not serve as the �nal version of the character design, they appeared to provide a diversity of
materials for the designers to edit. The generated images are perceived as potential concepts and
style guides for characters, though the expressiveness in �ne details like accessories and clothing
patterns remains somewhat limited.

Game designers frequently need to produce a template for a non-player character (NPC) that is
then given di�erent variations when instantiated. Sketchar has the potential to produce NPCs at
scale for designers. In each generation, the tool can produce �ve similar character images that may
serve as di�erent variations for one particular design. This may be more e�cient than manually
creating each NPC since NPCs often do not require extensive diversity but rather need to align with
the game’s setting. Sketchar batch-generates characters based on textual inputs instead of image
inputs to keep the style consistent and focus more on the character’s personality and story. Future
work is needed to extend this capability to customize the way these NPC variants can be adapted
to di�erent contexts of the level design in the game. In the future, Sketchar has the potential to
alleviate the repetitive workload of character designers in the unique situation of large numbers of
NPCs.

In comparison to other studies on AI-assisted character design tools[5, 11, 24, 29, 59, 68], Sketchar
can be personalized to meet the expressive needs of game character designers and facilitate col-
laboration and communication during the design process. For instance, we compared our tool to
CharacterMeet, an AI tool that supports creative writing by building characters through dialog.
Both of them utilize ChatGPT and visual AI tools to assist designers in creating characters, allowing
designers to be inspired by both textual and image information. However, there are di�erences be-
tween them. CharacterMeet collects characters’ information by conversations and guides character
development through conservation. while Sketchar organizes and iterates characters by pro�les.
Additionally, CharacterMeet produces 3D characters with audio and visuals for enhanced immer-
sion, whereas Sketchar predominantly generates 2D characters with diverse art styles tailored to
di�erent game genres. Moreover, Sketchar’s versatility allows its application across di�erent game
styles, expanding the scenarios for using character design tools. Unlike CharacterMeet, which
excels in detailed character development suitable for linear creative writing, Sketchar supports
batch generation of game characters, meeting the needs of early-stage design and idea expansion.
It is also thought to be useful for generating large quantities of characters with high similarity and
simple design, such as NPCs, quickly. In our evaluation methods, CharacterMeet’s participants
are all experienced creative writers, while Sketchar’s participants include designers both with and
without artistic skills, targeting a broader group. We both collected qualitative and quantitative
data through interviews and CSI scales, while CharacterMeet further encodes users’ think-aloud
content, providing more direct insight into their thought processes. This aspect can be incorporated
into Sketchar in the future. In summary, our tool is mainly used in the game design �eld, focusing
on facilitating the expression of ideas by designers who do not have a high level of artistic ability
and generating game characters that meet the requirements of the game in a batch.
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5.2 GenAI as a Facilitator for Iterative Design and Illustration.

In formative interviews, we have observed that character design is often not a singular process, as
illustrated in Figure 2. It typically entails iterative design of characters through character briefs,
game plots, and dialogues by game designers and illustrators. While most character design tools
focus on achieving visual representation of characters, such as the PokerFace-GAN [63], which
automates the creation of neutral-faced game characters, they address the customization challenge
in role-playing games (RPGs), particularly the task of generating game characters from a single
photo. In our research, as we immerse ourselves in the gaming context, we also consider contextual
factors for image generation, such as the game background. This stands as the primary distinction
between our work and theirs.
Moreover, in the iterative process of character development, communicative virtual character

agents may facilitate this process. Prior works support such claims, like CharacterChat [62], which
revolves around character agents specialized in personality classi�cation. They introduce the Social
Support Conversation (S2Conv) framework as a novel solution to address challenges faced by
traditional emotion support methods. The core contribution of this research lies in establishing
the MBTI1024 bank, underscoring CharacterChat’s capability in personalized social support and
highlighting the crucial role of interpersonal matching in enhancing support e�ectiveness. This is
inspiring for our character design system. We believe that providing such interactive experiences
through character agents can serve as a design method. When creating new characters, enhancing
interactive engagement and perceptual abilities within existing character generation systems can
be achieved by assisting users in iterating content and providing additional references.

Furthermore, the character "Family Tree" feature allows designers to e�ciently organize relation-
ships between multiple characters generated by GenAI using templates. This facilitates designers
and illustrators to quickly understand the relationships between various characters, which we
believe also contributes to the iterative design of characters.

The study �ndings could serve as evidence of e�ectiveness. The Exploration and Result-Worth-
E�ort subscores in the CSI results exceeded scores in the baseline control. One explanation is that
these features inspire iteration and enrichment in their character design, providing users with
exploratory ideas. Particularly, as emphasized by one participant (P5) who engaged in feedback-
based conversation during trials,"That’s awesome, my character is talking to me! Such a surreal

feeling!". Participants found it exciting and somewhat surreal that their characters were conversing
with them. Thus, we can infer that providing these features in Sketchar is an e�ective means during
assisted iterative character design.

5.3 GenAI as a Mediator for E�ective Team Communication

Several previous studies have explored the role of GenAI in collaborative creativity [15, 16]. These
studies revealed AI’s potential to foster collaboration among users with di�erent roles. For example,
We-toon is a system that bridges the contextual gap between webtoon writers and artists during
sketch revisions. It allows writers to generate and manipulate reference images and synthesize
them onto artists’ sketches, enhancing communication clarity and speci�city. Using GAN-based
image synthesis from a webtoon image corpus, We-toon ensures high-quality stylized images.
Research with 24 webtoon authors suggests that We-toon may outperform traditional methods in
communication e�ciency and satisfaction with revised images [35]. In Sketchar, we use DALLE
instead of GAN, which can generate images in multiple styles that are contextually coherent and
responsive to prompts [50]. This is because compared to webtoons, games are more di�erent in
complex elements like gameplay, world setting, character roles, and artistic styles, all of these can
be prompted interactively using our approach during the game character design process. We also
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used GPT-3.5 to do structured extensions and additions to user-entered prompts, aiming to ensure
a result that includes a polished game design document as well as reference images for illustrators.
Like the We-toon study, we relied on a formative study to clarify the challenges and used

baseline and treatment conditions to assess the application. However, in our study, we did not allow
designers and illustrators to pass messages, but rather created a task where they are to "hand-o�"
the outcomes of the design to the next member of the team. Unlike in We-toon, the interactive
prompts allow the participant to tailor the images to their liking, hence creating a reduced need for
illustrators to preview the work�ow. In essence, the GenAI process allows the designer to overtake
a greater burden of image prototyping instead of relying only on image curation from a GANmodel.
We hypothesize that this more "self-su�cient" process allows designers to prototype the look more
readily, giving them a greater opportunity to play with the look of the characters. The evidence for
this is in both the qualitative �ndings (KF3) and the resulting higher CSI score in Collaboration
compared to baseline. However, more research is needed to probe the speci�c processes within the
collaboration e�ort that would be speci�cally a�ected by text-to-image support.
A common challenge in game character design is the diverse styles in which game character

design documents are written, often impeding collaboration and communication between game
designers and illustrators (R4, R7, and R8). Sketchar, by translating game designers’ input into
detailed, standardized documentation with re�ned keywords (see Fig. 8), presents a possible solution
to this issue. As one participant (P3) noted, "the well-organized design document can help me express

my ideas to the game illustrators from the same group," highlighting Sketchar’s potential to bridge
the communication divide between game designers and illustrators.

Additionally, Sketchar’s rapid generation of reference images o�ers designers a tool for e�ectively
conveying their ideas visually. In the game industry, the designer always plays a signi�cant role
in approving the �nal outcomes of game character design and concept art before progressing
to subsequent stages. Our study reveals that game designers are willing to use results produced
by Sketchar as foundational blueprints for further re�nement, and these blueprints are thought
to be more detailed than if they draw them themselves (P2, P3, P5, P11). The generated game
design document section is thought to be "more structured compared to the direct use of the Current

generative AI tool"(P4). At least some of the images produced were also evaluated to be valid
for professional use by expert illustrators. Together, this potentially allows illustrators to more
swiftly and accurately grasp the intended design concepts that were put forth by designers without
illustration expertise. Simultaneously, such structured generation would also aid game designers in
organizing design documentation for subsequent development.

5.4 GenAI and the Shi�s in the Landscape of Game Development

The use of generative AI in creative �elds has indeed introduced convenience somehow [3, 28],
but it has also brought certain challenges and concerns. A study in 2023 [8] found signi�cant
skepticism among game developers about generative AI, with concerns about work�ow integration,
ownership, copyright, and ethical use. Programmers generally welcome AI tools, viewing code as
functional. In contrast, artists are cautious, fearing copyright issues and loss of creative control,
and worry that AI might replace human creativity. We found a similar contrast in our study. For
generative AI tools to assist game design, many game artists tend to have a more negative attitude
and concerns than game designers. As an artist (R6) stated: "I spent many years mastering the skills

of character design, but AI can quickly learn these skills by simply studying existing data, including

the data of characters I have designed."

Our study suggested that AI tools support creative collaboration and communication in game
development. However, they cannot replace human input due to issues like lighting, character pose,
and location accuracy. Even if AI-generated content reaches a high quality one day, experienced
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Fig. 14. Generated by DALLE, Prompt: A brave male from the Maori community in New Zealand,

artists still need to select suitable outputs. Only trained and experienced artists possess the re�ned
aesthetic judgment necessary to choose the most appropriate outputs for speci�c game settings.
We suggest that generative AI like Sketchar could change roles in game development. Artists may
no longer need to design entirely by hand from scratch but can instead select and modify the best
images designers generated by AI. We also propose more discussions between game companies and
indie creators about data training and establishing data collection rules, because many artists are
concerned about their data being used by large companies to train models without their knowledge
[66].

Additionally, there are widespread concerns in the game development community about biases
and stereotypes in AI-generated images [2, 6]. Our study also revealed the stereotype e�ect due to
DALLE-2 when designing characters from indigenous communities. For example, when drawing an
image of a brave man from the Maori community in New Zealand, it ended up showing a white male
with indigenous-style tattoos (14). When drawing a successful Chinese businessperson, the results
are always a young Chinese male dressed in a suit. Biased training data may cause these stereotypes
and biases. In such cases, using generative AI may exacerbate existing challenges related to the
representation and cultural appropriation of minority groups and Indigenous cultures in the game
industry. In the future, we plan to integrate professional cultural counselors into the Sketchar
work�ow. Suppose the system detects that users are trying to design game characters representing
Indigenous people or minority groups. In that case, online crowd-sourced cultural counselors will
review the generated content before being presented to users. When cultural counselors from
the target community are unavailable, Sketchar will notify users that the generated content may
contain biases and stereotypes and recommend consulting a professional cultural advisor before
using the results. Besides, we proposed to conduct further discussions and collaborate with industry
professionals to address and resolve current biases and stereotypes in AI models.

5.5 Limitation and Future Work

One of the limitations of the current work is that some designers �nd it challenging to generate
high-quality images using Sketchar because the platform sacri�ces the intricacy of reference images
for faster generation speed. For instance, illustrator P9 had to use 5 iterations to achieve an outcome
with distinct facial tattoos during the actual image generation process, as illustrated in Figure
8(d). We think that switching from DALL-E 2 to a more controllable generative model, like Stable
Di�usion or DALL-E 3, could improve the visual quality [7, 20]. However, this might make the
generation time longer, which might make the app less interesting.
Another limitation of this study is that Sketchar has only been tested with participants from

mainland China. China has the world’s largest gaming market, but government regulations and
stigmatization have sometimes hindered local game development. As a result, Chinese developers
have grown up in a unique environment and likely have di�erent perceptions and understandings of
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game design. For example, in China, game designers have greater decision-making power and lead
the game design process. Therefore, if we tested this system with Western participants, they may
have a di�erent work�ow. Artists might engage more in the early stages of game character design,
and this would change the way that designers would interact with Sketchar. Additionally, during
the study, ChatGPT and DALL-E were not accessible in China [22], resulting in most participants
lacking experience with generative AI. In contrast, previous studies involving Western participants
[8, 32, 46] found that most had used generative AI, making them more aware of its limitations and
risks. Consequently, involving Western participants in testing Sketchar could reveal more potential
issues.

Furthermore, this study only simulated collaboration during the game character design process.
Despite sharing features for facilitating collaborative work�ows between designers and illustrators,
the tool currently lacks the capability for simultaneous content creation within the same workspace.
It is worth noting that in our testing phase, single individuals worked with Sketchar, meaning
that the collaboration had to be imagined to be taking place. For example, we told the designers
working on Sketchar to imagine handing the prototyped images to an illustrator to re�ne and create
actual game images. This does not capture the actual collaboration that would consist of iterative
feedback and re�nement in the actual game design collaboration process between designers and
illustrators. Due to the lack of in-the-moment collaboration between these stakeholders, in the
interviews, designer P4 expressed a desire for more collaborative interactions, stating, "It would
be great if we could work (physically) together with illustrators." To address this issue, future user
studies would involve recruiting game designers and experienced illustrators to work together
on a task, as found in the We-toon study, which recruited webtoon writers to use the tool and
artists to do evaluations [35]. Following the completion of game character design documentation,
including reference images by game designers with the help of Sketchar, illustrators would be
enlisted to conduct evaluations grounded in their professional expertise instead of evaluating the
images post hoc in the current study. Alternatively, we may look at the choices that designers made
in deciding on the image to represent their characters to see what properties of the images make
them acceptable, providing us with an idea of what aspects of the illustration prototypes worked
and what did not. Besides, in this study, we compared Sketchar only with participants’ original
work�ows, without direct comparisons to generative AI tools like ChatGPT and DALL-E. This
decision was due to the di�culty of accessing these tools in China during the study and preliminary
interviews indicating that most participants lacked experience with generative AI. Additionally,
our system is designed to synchronize visual content and text within the game design process
in this study, we do not aim to compare them separately. Future research would include direct
comparisons between Sketchar and ChatGPT plus DALL-E.

In addition, the CSI Collaboration subscale is generally used to evaluate synchronous collabora-
tion with another person, whereas Sketchar is designed to facilitate asynchronous collaboration
between designers and illustrators, so the perception that the tool supports collaboration may be
speculative. However, in real work scenarios, it is the designer who evaluates the �nal result of
the character, and since our participants included designers with art skills, some of whom had
experience as illustrators, their high evaluations of collaboration could re�ect the e�ectiveness of
Sketchar to some extent.
At last, in the future, we aim to explore the educational impacts of Sketchar. Speci�cally, we

want to investigate whether the structured outputs and contextually appropriate reference images
can improve designers’ document organization and visual expression skills, helping them enhance
their abilities by learning from AI-generated results. In this way, humans can in turn get enhanced
by learning from AI generation.

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CHI PLAY, Article 337. Publication date: October 2024.



337:24 Long Ling, Xinyi Chen, Ruoyu Wen, Toby Jia-Jun Li, and RAY LC

6 CONCLUSION

This study elucidates the collaborative process involved in game character creation and highlights
the di�culties encountered in the communication between designers and artists. In response to
this challenge, we developed Sketchar, a tool that utilizes GenAI to assist in the creation of game
characters and facilitate the way designers may communicate character design ideas to illustrators.
Following that, we carried out an assessment of Sketchar’s e�cacy in real-world game character
creation situations with game designers.

Our study highlights the potential of GenAI to facilitate multidisciplinary cooperation by empow-
ering designers to prototype utilizing creative drawing techniques that may exceed their current
capabilities. This exempli�es how GenAI empowers individuals without specialized knowledge to
prototype using approaches outside their domain of expertise.

REFERENCES

[1] [n. d.]. Lexica. https://lexica.art/

[2] AlgorithmWatch. 2024. Image Generators Reinforce Stereotypes, Lack Diversity: A Study by AlgorithmWatch.

AlgorithmWatch (2024). https://algorithmwatch.org/en/image-generators-stereotypes-diversity/ Accessed: 2024-05-

26.

[3] Janna Anderson and Lee Rainie. 2023. As AI spreads, experts predict the best and worst changes in digital life by 2035.

(2023).

[4] Tyler Angert, Miroslav Ivan Suzara, Jenny Han, Christopher Lawrence Pondoc, and Hariharan Subramonyam. 2023.

Spellburst: A Node-based Interface for Exploratory Creative Coding with Natural Language Prompts. arXiv preprint

arXiv:2308.03921 (2023).

[5] Rahul Arora, Ishan Darolia, Vinay P Namboodiri, Karan Singh, and Adrien Bousseau. 2017. Sketchsoup: Exploratory

ideation using design sketches. In Computer Graphics Forum, Vol. 36. Wiley Online Library, 302–312.

[6] Bloomberg. 2023. Generative AI and Bias: A Deep Dive by Bloomberg. Bloomberg (2023). https://www.bloomberg.

com/graphics/2023-generative-ai-bias/ Accessed: 2024-05-26.

[7] Ali Borji. 2023. Generated Faces in the Wild: Quantitative Comparison of Stable Di�usion, Midjourney and DALL-E 2.

arXiv:2210.00586 [cs.CV]

[8] Josiah D Boucher, Gillian Smith, and Yunus Doğan Telliel. 2024. Is Resistance Futile?: Early Career Game Developers,

Generative AI, and Ethical Skepticism. In Proceedings of the CHI Conference on Human Factors in Computing Systems.

1–13.

[9] Gwern Branwen. 2020. GPT-3 creative �ction. (2020).

[10] Virginia Braun and Victoria Clarke. 2006. Using thematic analysis in psychology. Qualitative research in psychology 3,

2 (2006), 77–101.

[11] Alice Cai, Steven R Rick, Jennifer L Heyman, Yanxia Zhang, Alexandre Filipowicz, Matthew Hong, Matt Klenk, and

Thomas Malone. 2023. DesignAID: Using Generative AI and Semantic Diversity for Design Inspiration. In Proceedings

of The ACM Collective Intelligence Conference. 1–11.

[12] Cassiano Canheti, Flávio Andalo, and Milton Luiz Horn Vieira. 2019. Case study: Game character creation process. In

Advances in Human Factors in Wearable Technologies and Game Design: Proceedings of the AHFE 2018 International

Conferences on Human Factors and Wearable Technologies, and Human Factors in Game Design and Virtual Environments,

Held on July 21–25, 2018, in Loews Sapphire Falls Resort at Universal Studios, Orlando, Florida, USA 9. Springer, 343–354.

[13] Erin Cherry and Celine Latulipe. 2014. Quantifying the creativity support of digital tools through the creativity support

index. ACM Transactions on Computer-Human Interaction (TOCHI) 21, 4 (2014), 1–25.

[14] John Joon Young Chung. 2022. Artistic user expressions in AI-powered creativity support tools. In Adjunct Proceedings

of the 35th Annual ACM Symposium on User Interface Software and Technology. 1–4.

[15] John Joon Young Chung and Eytan Adar. 2023. Artinter: AI-powered Boundary Objects for Commissioning Visual

Arts. (2023).

[16] John Joon Young Chung, Shiqing He, and Eytan Adar. 2022. Artist support networks: Implications for future creativity

support tools. In Designing Interactive Systems Conference. 232–246.

[17] John Joon Young Chung, Wooseok Kim, Kang Min Yoo, Hwaran Lee, and Eytan Adar. [n. d.]. TaleBrush: Sketching

Stories with Generative Pretrained Language Models. In CHI Conference on Human Factors in Computing Systems (New

Orleans LA USA, 2022-04-29). ACM, 1–19. https://doi.org/10.1145/3491102.3501819

[18] Niklas Deckers, Maik Fröbe, Johannes Kiesel, Gianluca Pandolfo, Christopher Schröder, Benno Stein, and Martin

Potthast. 2023. The In�nite Index: Information Retrieval on Generative Text-To-Image Models. In Proceedings of the

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CHI PLAY, Article 337. Publication date: October 2024.

https://lexica.art/
https://algorithmwatch.org/en/image-generators-stereotypes-diversity/
https://www.bloomberg.com/graphics/2023-generative-ai-bias/
https://www.bloomberg.com/graphics/2023-generative-ai-bias/
https://arxiv.org/abs/2210.00586
https://doi.org/10.1145/3491102.3501819


Sketchar 337:25

2023 Conference on Human Information Interaction and Retrieval. 172–186.

[19] Ferda Gül Aydın Emekligil and İlkay Öksüz. 2022. Game Character Generation with Generative Adversarial Networks.

In 2022 30th Signal Processing and Communications Applications Conference (SIU). 1–4. https://doi.org/10.1109/SIU55565.

2022.9864747

[20] Peter Fernandez. 2022. Technology behind text to image generators. Library Hi Tech News 39, 10 (2022), 1–4.

[21] Elise Fogelström. 2013. Investigation of shapes and colours as elements of character design.

[22] Forbes Middle East. 2023. ChatGPT Reportedly Blocked on Chinese Social Media Apps as Beijing Claims AI is Used to

Spread Propaganda. https://www.forbesmiddleeast.com/innovation/arti�cial-intelligence-machine-learning/chatgpt-

reportedly-blocked-on-chinese-social-media-appsas-beijing-claims-ai-is-used-to-spread-propaganda Accessed: 2024-

05-31.

[23] Fiona Fui-Hoon Nah, Ruilin Zheng, Jingyuan Cai, Keng Siau, and Langtao Chen. 2023. Generative AI and ChatGPT:

Applications, challenges, and AI-human collaboration. , 277–304 pages.

[24] Lilian Guo and Anand Bhojan. 2022. Converting Nebulous Ideas to Reality–A Deep Learning Tool for Conditional

Synthesis of Character Designs. In International Conference on Computer, Communication, and Signal Processing.

Springer, 75–89.

[25] Ariel Han and Zhenyao Cai. 2023. Design implications of generative AI systems for visual storytelling for young

learners. In Proceedings of the 22nd Annual ACM Interaction Design and Children Conference. 470–474.

[26] Yuanning Han, Ziyi Qiu, Jiale Cheng, and RAY LC. 2024. When Teams Embrace AI: Human Collaboration Strategies in

Generative Prompting in a Creative Design Task. In Proceedings of the CHI Conference on Human Factors in Computing

Systems. 1–14.

[27] Seunghoon Hong, Dingdong Yang, Jongwook Choi, and Honglak Lee. 2018. Inferring semantic layout for hierarchical

text-to-image synthesis. In Proceedings of the IEEE conference on computer vision and pattern recognition. 7986–7994.

[28] John Howard. 2019. Arti�cial intelligence: Implications for the future of work. American journal of industrial medicine

62, 11 (2019), 917–926.

[29] Forrest Huang and John F Canny. 2019. Sketchforme: Composing sketched scenes from text descriptions for interactive

applications. In Proceedings of the 32nd annual ACM symposium on user interface software and technology. 209–220.

[30] Forrest Huang, Eldon Schoop, David Ha, and John Canny. 2020. Scones: towards conversational authoring of sketches.

In Proceedings of the 25th International Conference on Intelligent User Interfaces. 313–323.

[31] Angel Hsing-Chi Hwang. [n. d.]. Too Late to be Creative? AI-Empowered Tools in Creative Processes. In Extended

Abstracts of the 2022 CHI Conference on Human Factors in Computing Systems (New York, NY, USA, 2022-04-28) (CHI

EA ’22). Association for Computing Machinery, 1–9. https://doi.org/10.1145/3491101.3503549

[32] Nanna Inie, Jeanette Falk, and Steve Tanimoto. 2023. Designing participatory ai: Creative professionals’ worries and

expectations about generative ai. In Extended Abstracts of the 2023 CHI Conference on Human Factors in Computing

Systems. 1–8.

[33] Daphne Ippolito, Ann Yuan, Andy Coenen, and Sehmon Burnam. 2022. Creative writing with an ai-powered writing

assistant: Perspectives from professional writers. arXiv preprint arXiv:2211.05030 (2022).

[34] Youngseung Jeon, Seungwan Jin, Patrick C. Shih, and Kyungsik Han. [n. d.]. FashionQ: An AI-Driven Creativity

Support Tool for Facilitating Ideation in Fashion Design. In Proceedings of the 2021 CHI Conference on Human Factors

in Computing Systems (New York, NY, USA, 2021-05-07) (CHI ’21). Association for Computing Machinery, 1–18.

https://doi.org/10.1145/3411764.3445093

[35] Hyung-Kwon Ko, Subin An, Gwanmo Park, Seung Kwon Kim, Daesik Kim, Bohyoung Kim, Jaemin Jo, and Jinwook

Seo. 2022. We-toon: A Communication Support System between Writers and Artists in Collaborative Webtoon Sketch

Revision. In Proceedings of the 35th Annual ACM Symposium on User Interface Software and Technology. 1–14.

[36] Hyung-Kwon Ko, Gwanmo Park, Hyeon Jeon, Jaemin Jo, Juho Kim, and Jinwook Seo. 2023. Large-scale text-to-image

generation models for visual artists’ creative works. In Proceedings of the 28th International Conference on Intelligent

User Interfaces. 919–933.

[37] Marianne Krawczyk and Jeannie Novak. 2006. Game development essentials: Game story & character development.

(No Title) (2006).

[38] Max Kreminski and Chris Martens. 2022. Unmet creativity support needs in computationally supported creative

writing. In Proceedings of the First Workshop on Intelligent and Interactive Writing Assistants (In2Writing 2022). 74–82.

[39] Hagung Kuntjara, Betha Almanfaluthi, et al. 2017. Character design in games analysis of character design theory.

Journal of Games, Game Art, and Gami�cation 2, 2 (2017).

[40] Elisa Kwon, Vivek Rao, and Kosa Goucher-Lambert. 2023. Understanding inspiration: Insights into how designers

discover inspirational stimuli using an AI-enabled platform. Design Studies 88 (2023), 101202.

[41] Petri Lankoski. 2004. Character design fundamentals for role-playing games. Beyond Role and Play (2004), 139–148.

[42] Jonathan Lazar, Jinjuan Heidi Feng, and Harry Hochheiser. 2017. Research methods in human-computer interaction.

Morgan Kaufmann.

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CHI PLAY, Article 337. Publication date: October 2024.

https://doi.org/10.1109/SIU55565.2022.9864747
https://doi.org/10.1109/SIU55565.2022.9864747
https://www.forbesmiddleeast.com/innovation/artificial-intelligence-machine-learning/chatgpt-reportedly-blocked-on-chinese-social-media-appsas-beijing-claims-ai-is-used-to-spread-propaganda
https://www.forbesmiddleeast.com/innovation/artificial-intelligence-machine-learning/chatgpt-reportedly-blocked-on-chinese-social-media-appsas-beijing-claims-ai-is-used-to-spread-propaganda
https://doi.org/10.1145/3491101.3503549
https://doi.org/10.1145/3411764.3445093


337:26 Long Ling, Xinyi Chen, Ruoyu Wen, Toby Jia-Jun Li, and RAY LC

[43] RAY LC and Yuying Tang. 2023. Speculative Design with Generative AI: Applying Stable Di�usion and ChatGPT to

imagining climate change futures. In Proceedings of the 11th International Conference on Digital and Interactive Arts.

1–8.

[44] Josiah Lebowitz and Chris Klug. 2011. Interactive storytelling for video games: A player-centered approach to creating

memorable characters and stories. Taylor & Francis.

[45] Sola Lee, Suin Jun, Mihye Park, Sui Park, and Jongin Choi. 2021. Character Generation and Storytelling using Modeling

Tool and Game Engine. In Proceedings of the Korean Institute of Information and Commucation Sciences Conference. The

Korea Institute of Information and Commucation Engineering, 620–622.

[46] Jie Li, Hancheng Cao, Laura Lin, Youyang Hou, Ruihao Zhu, and Abdallah El Ali. 2024. User experience design

professionals’ perceptions of generative arti�cial intelligence. In Proceedings of the CHI Conference on Human Factors

in Computing Systems. 1–18.

[47] Eliott Lilly. 2017. The Big Bad World of Concept Art for Video Games: How to Start Your Career as a Concept Artist. Design

Studio Press.

[48] Pengfei Liu, Weizhe Yuan, Jinlan Fu, Zhengbao Jiang, Hiroaki Hayashi, and Graham Neubig. 2023. Pre-train, prompt,

and predict: A systematic survey of prompting methods in natural language processing. Comput. Surveys 55, 9 (2023),

1–35.

[49] Elman Mansimov, Emilio Parisotto, Jimmy Lei Ba, and Ruslan Salakhutdinov. 2015. Generating images from captions

with attention. arXiv preprint arXiv:1511.02793 (2015).

[50] Gary Marcus, Ernest Davis, and Scott Aaronson. 2022. A very preliminary analysis of DALL-E 2. arXiv preprint

arXiv:2204.13807 (2022).

[51] Margaret Mark and Carol S Pearson. 2001. O herói e o fora-da-lei: como construir marcas extraordinárias usando o

poder dos arquétipos. São Paulo: Pensamento (2001).

[52] Dalila Martins, Leonardo Pereira, Ana Patrícia Oliveira, and Nelson Zagalo. 2021. Character Design: The Case

of Characters in a Hybrid Serious Game Called FlavourGame. In International Conference on Design and Digital

Communication. Springer, 183–194.

[53] Piotr Mirowski, Kory W Mathewson, Jaylen Pittman, and Richard Evans. 2023. Co-Writing Screenplays and Theatre

Scripts with Language Models: Evaluation by Industry Professionals. In Proceedings of the 2023 CHI Conference on

Human Factors in Computing Systems. 1–34.

[54] Michael Muller, Lydia B Chilton, Anna Kantosalo, Charles Patrick Martin, and Greg Walsh. [n. d.]. GenAICHI:

Generative AI and HCI. In CHI Conference on Human Factors in Computing Systems Extended Abstracts (New Orleans

LA USA, 2022-04-27). ACM, 1–7. https://doi.org/10.1145/3491101.3503719

[55] John Naughton. 2023. The ChatGPT bot is causing panic now–but it’ll soon be as mundane a tool as Excel. The

Guardian 7 (2023).

[56] Kongdee Nop, Jintapitak Manissaward, and Tangto Oattarapon. 2019. Development of character design frameworks

using game engine: unreal engine. In 2019 joint international conference on digital arts, media and technology with ECTI

northern section conference on electrical, electronics, computer and telecommunications engineering (ECTI DAMT-NCON).

IEEE, 54–59.

[57] Changhoon Oh, Jungwoo Song, Jinhan Choi, Seonghyeon Kim, Sungwoo Lee, and Bongwon Suh. 2018. I lead, you help

but only with enough details: Understanding user experience of co-creation with arti�cial intelligence. In Proceedings

of the 2018 CHI Conference on Human Factors in Computing Systems. 1–13.

[58] Jonas Oppenlaender. 2022. A taxonomy of prompt modi�ers for text-to-image generation. arXiv preprint

arXiv:2204.13988 2 (2022).

[59] Hua Xuan Qin, Shan Jin, Ze Gao, Mingming Fan, and Pan Hui. 2024. CharacterMeet: Supporting CreativeWriters’ Entire

Story Character Construction Processes Through Conversation with LLM-Powered Chatbot Avatars. In Proceedings of

the CHI Conference on Human Factors in Computing Systems. 1–19.

[60] Alec Radford, Jong Wook Kim, Chris Hallacy, Aditya Ramesh, Gabriel Goh, Sandhini Agarwal, Girish Sastry, Amanda

Askell, Pamela Mishkin, Jack Clark, et al. 2021. Learning transferable visual models from natural language supervision.

In International conference on machine learning. PMLR, 8748–8763.

[61] Aditya Ramesh, Mikhail Pavlov, Gabriel Goh, Scott Gray, Chelsea Voss, Alec Radford, Mark Chen, and Ilya Sutskever.

[n. d.]. Zero-Shot Text-to-Image Generation. In Proceedings of the 38th International Conference on Machine Learning

(2021-07-01). PMLR, 8821–8831. https://proceedings.mlr.press/v139/ramesh21a.html ISSN: 2640-3498.

[62] Oliver Schmitt and Daniel Buschek. 2021. Characterchat: Supporting the creation of �ctional characters through

conversation and progressive manifestation with a chatbot. In Creativity and Cognition. 1–10.

[63] Tianyang Shi, Zhengxia Zou, Xinhui Song, Zheng Song, Changjian Gu, Changjie Fan, and Yi Yuan. 2020. Neutral face

game character auto-creation via pokerface-gan. In Proceedings of the 28th ACM International Conference on Multimedia.

3201–3209.

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CHI PLAY, Article 337. Publication date: October 2024.

https://doi.org/10.1145/3491101.3503719
https://proceedings.mlr.press/v139/ramesh21a.html


Sketchar 337:27

[64] Chris Solarski. 2012. Drawing basics and video game art: Classic to cutting-edge art techniques for winning video game

design. Watson-Guptill.

[65] Angie Spoto, Natalia Oleynik, Sebastian Deterding, and Jon Hook. 2017. Library of Mixed-Initiative Creative Interfaces.

[66] Luke Stark and Kate Crawford. 2019. The work of art in the age of arti�cial intelligence: What artists can teach us

about the ethics of data practice. Surveillance & Society 17, 3/4 (2019), 442–455.

[67] Sangho Suh, Jian Zhao, and Edith Law. 2022. Codetoon: Story ideation, auto comic generation, and structure mapping

for code-driven storytelling. In Proceedings of the 35th Annual ACM Symposium on User Interface Software and Technology.

1–16.

[68] Qirui Sun, Qiaoyang Luo, Yunyi Ni, and HaipengMi. 2024. Text2AC: A Framework for Game-Ready 2D Agent Character

(AC) Generation from Natural Language. In Extended Abstracts of the CHI Conference on Human Factors in Computing

Systems. 1–7.

[69] Yuqian Sun, Xuran Ni, Haozhen Feng, Ray LC, Chang Hee Lee, and Ali Asadipour. 2022. Bringing stories to life in 1001

nights: A co-creative text adventure game using a story generation model. In International Conference on Interactive

Digital Storytelling. Springer, 651–672.

[70] P Tavares and PM Teixeira. 2011. Drawing and project: tradition and innovation. In Proceedings of Conferência Designa.

[71] Mathias Peter Verheijden and Mathias Funk. 2023. Collaborative Di�usion: Boosting Designerly Co-Creation with

Generative AI. In Extended Abstracts of the 2023 CHI Conference on Human Factors in Computing Systems. 1–8.

[72] Jesse Voimala. 2023. Creating a Video Game Character Design Work�ow: a literature review on the theories and

methods used by professionals in video game character design. (2023).

[73] Xingzhi Wang, Nabil Anwer, Yun Dai, and Ang Liu. 2023. ChatGPT for design, manufacturing, and education. Procedia

CIRP 119 (2023), 7–14.

[74] Daijin Yang, Yanpeng Zhou, Zhiyuan Zhang, and Toby Jia-Jun Li. [n. d.]. AI as an Active Writer: Interaction strategies

with generated text in human-AI collaborative �ction writing. ([n. d.]).

[75] Han Zhang, Tao Xu, Hongsheng Li, Shaoting Zhang, Xiaogang Wang, Xiaolei Huang, and Dimitris N Metaxas. 2017.

Stackgan: Text to photo-realistic image synthesis with stacked generative adversarial networks. In Proceedings of the

IEEE international conference on computer vision. 5907–5915.

[76] Zheng Zhang, Jie Gao, Ranjodh Singh Dhaliwal, and Toby Jia-Jun Li. 2023. VISAR: A Human-AI Argumentative

Writing Assistant with Visual Programming and Rapid Draft Prototyping. arXiv preprint arXiv:2304.07810 (2023).

[77] Suifang Zhou, Latisha Besariani Hendra, Qinshi Zhang, Jussi Holopainen, and RAY LC. 2024. Eternagram: Probing

Player Attitudes Towards Climate Change Using a ChatGPT-driven Text-based Adventure. In Proceedings of the CHI

Conference on Human Factors in Computing Systems. 1–23.

Proc. ACM Hum.-Comput. Interact., Vol. 8, No. CHI PLAY, Article 337. Publication date: October 2024.



337:28 Long Ling, Xinyi Chen, Ruoyu Wen, Toby Jia-Jun Li, and RAY LC

A APPENDIX: THE OUTLINE OF THE IN-DEPTH INTERVIEWWITH CHARACTER

DESIGNERS

A.1 Workflow

The background of the interviewers:

How many years have you worked as a character designer?
Can you brie�y describe your previous experiences as a character designer?
The work�ow of character designers:

What is the �rst step of your work�ow? How do you work with your original idea?
Please brie�y describe your whole work�ow.
How do you iterate the character you design?
The collaboration and the tool:

Have you worked with others on the same team as a character designer?
What kind of tools do you use to visualize the character you design?

A.2 Character

The main consideration in character design:

When brainstorming characters, what speci�c aspects do you primarily focus on, such as ap-
pearance and personality?

The relationship of multiple characters:

When it comes to designing multiple characters, how do you organize their relationships?
The scene in the plots:

When writing character storylines, do you consider factors such as geographical location, envi-
ronment, weather, and time? If so, how do you envision such scenes?

A.3 Requirements

What aspects of the current tools you are using are you dissatis�ed with? If there could be improve-
ments, what additional features would you like to see?

Do you use AI software such as ChatGPT and Midjourney in your work? What aspects of their
usage do you �nd unsuitable or lacking?

B APPENDIX: CSI SCALE COMTENT

Fig. 15. Six dimensions and specific descriptions of CSI. The answer for each item is "High Disagree" (0) to

"High Agree" (10).
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