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Abstract

Intelligent agents that can perform tasks on behalf of users have become increasingly popular with growing ubiquity in “smart” devices such as phones, wearables, and smart home devices. They allow users to automate common tasks, and to perform tasks in contexts where the direct manipulation of traditional graphical user interfaces (GUIs) is infeasible or inconvenient. However, the capabilities of such agents are limited by their available skills (i.e., the procedural knowledge of how to do something) and conceptual knowledge (i.e., what does a concept mean). Most current agents (e.g., Siri, Google Assistant, Alexa) either have fixed sets of capabilities, or mechanisms that allow only skilled third-party developers to extend their capabilities. As a result, they fall short in supporting “long-tail” tasks, and suffer from the lack of customizability and flexibility.

To address this problem, I and my collaborators have designed SUGILITE, a new intelligent agent that allows end users to teach new tasks and concepts. SUGILITE uses a multi-modal approach that combines programming by demonstration (PBD) and learning from natural language instructions to support end-user development for intelligent agents. The preliminary lab usability evaluation results showed that the prototype of SUGILITE allowed users with little or no programming expertise to successfully teach the agent common smartphone tasks such as ordering coffee, booking restaurants, and checking sports scores, as well as the appropriate conditionals for triggering these actions and the relevant concepts for determining these conditions. The users also considered the multi-modal interaction style in SUGILITE natural and easy to use.

Over the course of this research, we have also developed three extensions to the original SUGILITE system: APPINITE, EPIIDOSITE, and PUMICE. Through them we present (i) an new approach to allow the agent to generalize from learned task procedures by inferring task parameters and their associated possible values from user verbal instructions and mobile app GUIs, (ii) a new method to address the data description problem in PBD by allowing users to verbally explain ambiguous or vague demonstrated actions, (iii) a new multi-modal interface to enable users to teach the agent conceptual knowledge used in conditionals, and (iv) a new mechanism to extend mobile app based PBD to smart home and Internet of Things (IoT) automation.

To complete the dissertation, I will explore several practical issues pertinent to the wide-adoption of the SUGILITE’s approach for real-life usage. First, we will make the system more robust by enhancing its natural language understanding capability, and designing a more effective technique for end users to handle various types of errors that they may encounter when using PBD agents. Second, we plan to investigate privacy issues in sharing PBD scripts, and develop a new privacy-preserving mechanism for sharing the scripts. Lastly, enabled by the two previously proposed works, we will deploy SUGILITE with a group of actual users, and study how they use SUGILITE in real-life scenarios through an in-situ field study.

Keywords: end user development, end user programming, programming by demonstration, programming by example, multi-modal interaction, verbal instruction, natural language programming, task automation, intelligent agent, instructable agent, conversational assistant
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Chapter 1

Introduction

With the widespread popularity of mobile apps, users are using them to complete a wide variety of tasks ranging from information query (e.g., checking weather), making purchases (e.g., ordering coffee), communicating (e.g., sending messages), to performing professional job duties (e.g., managing server configurations) [22, 159]. These apps interact with users through graphical user interfaces (GUIs), where users usually provide inputs by direct manipulation, and read outputs from the GUI display (see Figure 1.1). Most GUIs are designed with usability in mind, providing non-expert users low learning barriers to commonly used computing tasks. App GUIs also often follow certain design patterns familiar to users, which help users easily navigate around GUI structures to locate the desired functionalities [2, 34, 137].

However, GUI-based mobile apps have some limitations. First, performing tasks on GUIs can be tedious, especially when the task is repetitive. For example, the current version of the Starbucks app on Android requires 14 taps to order a cup of venti Iced Cappuccino with skim milk, and even more if the user does not have the account information stored. For such tasks, users would often like to have them automated [5, 107, 134]. Second, direct manipulation of GUIs is often not feasible or convenient in some contexts. Third, many tasks require coordination among many apps. But nowadays, data often remain siloed in individual apps [23]. In a formative study we did, many users reported having to remember information displayed on the GUI of one app, and retype it into the GUI of another app for cross-app tasks. Lastly,

Figure 1.1: The typical role of a GUI. The GUI sits between the user and the back end services, where it receives direct manipulation inputs from the user, sends corresponding calls to the back-end services, and displays the results to the user.
while some app GUIs provide certain mechanisms of personalization (e.g., remembering and pre-filling the user’s home location), they are mostly hard-coded. Users have few means of creating customized rules and specifying personalized task parameters to reflect their preferences beyond what the app developers have explicitly designed for.

Recently, intelligent agents like Apple Siri, Google Assistant, and Amazon Alexa have become popular solutions to the limitations of GUIs. They can be activated by speech commands to perform tasks on the user’s behalf [103]. This interaction style allows the user to focus on the high-level specification of the task while the agent performs the low-level actions, as opposed to the usual direct manipulation GUI, in which the user must select the correct objects, execute the correct operations, and control the environment [21, 139]. Compared with traditional GUIs, intelligent agents can reduce user burden when dealing with repetitive tasks, and alleviate redundancy in cross-app tasks. The speech modality in intelligent agents can better support hand-free contexts when the user is physically away from the device, cognitively occupied by other tasks (e.g., driving), or on devices with little or no screen space (e.g., wearables) [100]. The improved expressiveness in natural language also affords more flexible personalization in tasks.

Nevertheless, current prevailing intelligent agents have limited capabilities. They invoke underlying functionalities by directly calling back-end services (shown in Figure 1.2). Therefore, agents need to be specifically programmed for each supported application and service. By default, they can only invoke built-in apps (e.g., phone, message, calendar, music) and some integrated external apps and web services (e.g., web search, weather, Wikipedia), lacking the capability of controlling arbitrary third-party apps and services. To address this problem, providers of intelligent agents, such as Apple, Google and Amazon, have released developer kits for their agents, so that developers of third-party apps can integrate their apps into the agents to allow the agents to invoke these apps from user commands. However, such integration requires significant cost and engineering effort from app developers, therefore only some of the most popular tasks in popular
apps have been integrated into prevailing intelligent agents so far. The “long-tail” of tasks and apps have not
been supported yet, and will likely not get supported due to the cost and effort involved.

Prior literature [154] showed that the usage of “long-tail” apps made up significant portion in user app
usage. Smartphone users also have highly diverse usage patterns within apps [159] and wish to have more
customizability over how agents perform their tasks [32]. Therefore, relying on third-party developers’
effort to extend the capabilities of intelligent agents is not sufficient for supporting diverse user needs. It
is not feasible for end users to develop for new tasks in prevailing agents on their own either, due to (i)
their lack of technical expertise required, and (ii) the limited availability of openly accessible application
programming interfaces (APIs) for many back-end services, as shown in Figure 1.2.

1.1 An End-User Programmable Intelligent Agent

To address this problem, I propose to design, implement, and study a new end-user programmable intelligent
agent called SUGILITE [85] in this dissertation. The thesis for my dissertation is:

A multi-modal end user development system that combines programming by demonstration and
natural language instructions can empower users without significant programming expertise to ex-
tend and customize intelligent agents for their own app-based computing tasks.

1.1.1 Challenges

Based on prior works in end user development (EUD) for task automation, I identify the below key research
challenges that SUGILITE seeks to address:

• **Usability:** SUGILITE should be usable for users without significant programming expertise. Some
  prior EUD systems (e.g., [99, 134]) require users to program in a visual programming language or a
textual scripting language, which imposes a significant learning barrier and prevents users with limited
programming expertise from using these systems.

• **Applicability:** SUGILITE should handle a wide range of common and long-tail tasks across different
domains. Many existing EUD systems can only work with applications implemented with specific
frameworks or libraries (e.g., [13, 27]), or services that provide open API access to their functionalities
(e.g., [62]). This limits the applicability of those systems to a small subset of tasks.

• **Generalizability:** SUGILITE should learn generalized procedures and concepts that handle new task
  contexts and different task parameters without requiring users to reprogram from scratch. For exam-
ple, macro recorders like [136] can record a sequence of input events (e.g., clicking on the coordinate
(x, y)) and replay the same actions at a later time. But these macros are not generalizable, and will
only perform the exact same action sequences but not tasks with variations or different parameters.

• **Flexibility:** SUGILITE should provide adequate expressiveness to allow users to express flexible au-
tomated rules, conditions, and other control structures that reflect their desired task intentions. The
simple single trigger-action rule approach like [62, 65], while providing great usability due to its sim-
plexity, is not sufficiently expressive for many tasks that users want to automate [148].

1SUGILITE is named after a purple gemstone, and stands for: Smartphone Users Generating Intelligent Likeable Interfaces
Through Examples.
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- **Robustness:** SUGILITE should be resilient to minor changes in target applications, and be able to recover from errors caused by previously unseen or unexpected situations with the user’s help. Macro recorders such as [136] are usually brittle — the macro may break in case of minor changes in the target app GUI. Approaches with complicated programming synthesis or machine learning techniques (e.g., [98, 112]) usually lack transparency into the inference process, making it difficult for end users to recover from errors.

- **Shareability:** SUGILITE should support the sharing of learned task procedures and concepts among users. This requires SUGILITE to (i) have the robustness of being resilient to minor differences between different devices, and (ii) preserve the original end-user developer’s privacy in the sharing process. As discussed in [82, 84], end users are often hesitant about sharing end-user-developed scripts due to the fear of accidentally including personal private information in shared program artifacts.

1.1.2 My Approach

To address the above challenges, SUGILITE takes a multi-modal approach, where it learns new tasks and concepts from end users in two complementary modalities: (i) demonstrations by direct manipulation of third-party app GUIs, and (ii) spoken natural language instructions. This approach combines two popular EUD techniques — *programming by demonstration* (PBD) and *natural language programming*. In PBD, users teach the system a new behavior by directly demonstrating how to perform it. In natural language programming, users teach the system by verbally describing and explaining the desired behaviors using a natural language like English. Combining these two modalities allows users to take advantage of the easiest, most natural, and/or most effective modality based on the context for different parts of the programming task.

As shown in Figure 1.3, unlike prevailing intelligent agents, SUGILITE sits between the user and the GUIs of third-party apps. The user can teach the agent new task procedures and concepts by demonstrating them on existing third-party app GUIs and verbally explaining them in natural language. When executing a task, SUGILITE directly manipulates app GUIs on the user’s behalf. This approach tackles the two major barriers in prevailing intelligent agents, as shown in Figure 1.2, by (i) leveraging the available third-party app GUIs as a channel to access a large number of back-end services without requiring openly available APIs, and (ii) taking advantage of users’ familiarity with app GUIs, so users can program the intelligent agent without having significant technical expertise by using app GUIs as the medium.

By combining PBD and natural language programming, SUGILITE mitigates the crucial shortcomings in each individual technique. Demonstrations are often too literal, making it hard to infer the user’s higher level intentions. In other words, it often only records what the user did, but not why the user did it. Therefore, it is difficult to produce generalizable programs from demonstrations alone. On the other hand, natural language instructions can be very flexible and expressive for users to communicate their intentions and desired system behaviors. However, they are inherently ambiguous. It is also infeasible to have a computer system understand arbitrary user instructions in natural language without constraining it to specific domains and entities with current natural language processing (NLP) techniques. In my approach, SUGILITE grounds natural language instructions to demonstration app GUIs, allowing *mutual disambiguation* [124], where demonstrations are used to disambiguate natural language inputs, and vice versa.

In the following chapters, I will go into details of each aspect of SUGILITE’s approach and how it addresses the challenges identified in the previous section.
My proposed dissertation contributes a new multi-modal approach for intelligent agents to learn new task procedures and relevant concepts, and a system that implements this approach. Specifically, the preliminary work made the following contributions thus far:

- The prototype system of SUGILITE, a mobile PBD system that enables end users with no significant programming expertise to create automation scripts for arbitrary tasks across any or multiple third-party mobile apps through a multi-modal interface combining demonstrations and natural language instructions [85] (Chapter 3).

- A PBD script generalization mechanism that leverages the natural language instructions, the recorded user demonstration, and the GUI hierarchical structures of third-party mobile apps to infer task parameters and their possible values from a single demonstration [85] (Chapter 3).

- A multi-modal mixed-initiative PBD disambiguation interface that addresses the data description problem by allowing users to verbally explain their intentions for demonstrated GUI actions through multi-turn conversations with the help of an interaction proxy overlay that guides users to focus on providing effective information [86] (Chapter 4).

- A technique for grounding natural language task instructions to app GUI entities by constructing semantic relational knowledge graphs from hierarchical GUI structures, along with a formative study showing the feasibility of this technique with end users [86] (Chapter 4).

- A top-down conversational programming framework for task automation that can learn both task procedures and the relevant concepts by allowing users to naturally start with describing the task and its conditionals at a high-level, and then recursively clarify ambiguities, explain unknown concepts, and
define new procedures through a mix of conversations and references to third-party app GUIs [89] (Chapter 5).

- An extension of SUGILITE that leverages PBD on mobile apps to control smart home devices through their corresponding mobile app GUIs, addressing the interoperability challenge in smart home automation by allowing end users to create automation rules across multiple IoT devices from different manufactures or “eco-systems” [88] (Chapter 6).

- A series of lab usability studies that showed end users with different levels of programming expertise were able to successfully use the above systems, mechanisms, and interfaces to complete example tasks derived from common real-world EUD scenarios.

In the proposed work, I plan to make the following contributions:

- An error handling approach for programmable intelligent agents that can help users recover from common errors in various stages of the processing pipeline (i.e., speech recognition, intent classification, entity resolution, and task fulfillment).

- A privacy-preserving sharing mechanism for GUI-based PBD scripts that can identify and obfuscate personal private information embedded in scripts, while maintaining the transparency, readability, robustness, extensibility, and generalizability of the original scripts.

- An in-situ field study for the SUGILITE system with real users to understand its usage characteristics, and to evaluate its usefulness in real-life scenarios.

1.3 Outline

The following Chapter 2 will describe the background and related work. Chapter 3 will cover the design, implementation, and usability evaluation of the core SUGILITE system and its approach in further detail. Chapter 4 will discuss the data description problem, and how SUGILITE addresses this long-standing problem in PBD using an multi-modal approach through its extension APPINITE. Chapter 5 will introduce another SUGILITE’s extension named PUMICE that allows SUGILITE to learn conceptual knowledge in addition to procedural knowledge about tasks. Chapter 6 will talk about the application of SUGILITE’s approach in smart home scenarios. Lastly, Chapter 7 proposes plans for improving SUGILITE’s robustness through enhancing its natural language understanding capability and developing new error handling mechanisms, supporting privacy-preserving script sharing among users, and deploying SUGILITE in the field for an in-situ study.
Chapter 2

Background

This chapter discusses prior work on (i) programming by demonstration, (ii) natural language programming, (iii) multi-modal interfaces, (iv) end user development for task automation, and (v) understanding app interfaces.

2.1 Programming by Demonstration

SUGILITE uses the programming by demonstration (PBD) technique to enable end users to define concepts by referring to the contents of GUIs from third-party mobile apps, and to teach new procedures through demonstrations with those apps. PBD is a promising technique for enabling end users to automate their activities without necessarily requiring programming knowledge — It allows users to program in the same environment in which they perform the actions. This makes PBD particularly appealing to many end users, who have little knowledge of conventional programming languages, but are familiar with how to perform the tasks they wish to automate using existing app GUIs [33, 93, 117].

There are many PBD systems that help users automate tasks. However, PBD systems often require access to the internal data of the software where the demonstration happens. This limits the reach of those systems. For example, the CHINLE system [27] only worked with interfaces generated with the SUPPLE framework [48], and DocWizards [13] could only record actions performed on SWT widgets in Eclipse. Some PBD system focused on automating a specific task domain like file manipulation [115], photo manipulation [52], text editing [79], web tasks [10, 82], web scraping [25]), or generating interactive interfaces [46, 108, 151]. Much work has also been done on PBD for human-robot interaction (e.g., [6, 15, 73]).

SUGILITE supports domain-independent PBD by using GUIs of third-party apps. Similar approaches have also been used in prior systems. For example, Assistive Macros [136] used mobile app GUIs, Co-Scripter [82], d.mix [61], Vegemite [97], Ringer [10], and PLOW [3] used web interfaces, and HILC [67] and Sikuli [155] used desktop GUIs. Macro recording tools like [136] can record a sequence of input events and replay them later. These tools are also literal — they can only replay exactly the same procedure that was demonstrated, without the ability to generalize the demonstration to perform similar tasks. They are also brittle to any UI changes in the app. Sikuli [155] and HILC [66] used the visual features of GUI entities to identify the target entities for actions — while this approach has some advantages over SUGILITE’s approach, such as being able to work with graphic entities without textual labels or other appropriate identifiers, the visual approach does not use the semantics of GUI entities, which also limits its generalizability.
Compared to those prior systems, SUGILITE can learn task procedures and relevant concepts as generalized knowledge, and create conditionals from natural language instructions. Systems like Sikuli [155] require users to define conditionals in a scripting language, which is not feasible for end users without significant programming expertise.

### 2.2 Natural Language Programming

SUGILITE uses natural language as one of the two primary modalities for end users to program task automation scripts. The idea of using natural language inputs for programming has been explored for decades [8, 14, 94, 113]. In NLP and AI communities, this approach is also known as learning by instruction [7, 28, 76, 96].

The foremost challenge in supporting natural language programming is to deal with the inherent ambiguities and vagueness in natural language [150]. To address this challenge, one prior approach was to require users to use similar expression styles that resembled conventional programming languages (e.g., [8, 83, 133]), so that the system could directly translate user instructions into code. Despite that the user instructions used in this approach seemed like natural language, it did not allow much flexibility in expressions. This approach is not adequate for end user development, because it has a high learning barrier for users without programming expertise — users have to adapt to the system by learning new syntax, keywords and structures.

Another approach for handling ambiguities and vagueness in natural language inputs is to seek user clarification through conversations. For example, Iris [44] asked follow-up questions and presents possible options through conversations when initial user inputs are incomplete or unclear. This approach lowered the learning barrier for end users, as it did not require them to clearly define everything up front. It also allowed users to form complex commands by combining multiple natural language instructions in conversational turns under the guidance of the system. SUGILITE adopts the use of multi-turn conversations as a key strategy in handling ambiguities and vagueness in user inputs. However, a key difference between SUGILITE and other conversational instructable agents is that SUGILITE is domain-independent. All conversational instructable agents need to resolve the user’s inputs into existing concepts, procedures and system functionalities supported by the agent, and to have natural language understanding mechanisms and training data in each task domain. Because of this constraint, existing agents often limit their supported tasks to one or a few pre-defined domains, such as data science [44], email processing [7, 143], or database queries [72].

SUGILITE supports learning concepts and procedures from existing third-party mobile apps regardless of the task domain. Users can explain new concepts, define task conditionals, and clarify ambiguous demonstrated actions in SUGILITE by referencing relevant information shown in app GUIs. The novel semantic relational graph representation of GUIs (details in Section 4.3.1) allows SUGILITE to understand user references to GUI contents without having prior knowledge on the specific task domain. This approach enables SUGILITE to support a wide range of tasks from diverse domains, as long as the corresponding mobile apps are available. This approach also has a low learning barrier because end users are already familiar with the functionalities of mobile apps and how to use them. In comparison, with prior instructable agents, users are often unclear about what concepts, procedures and functionalities already exist to be used as “building blocks” for developing new ones.
2.3 Multi-modal Interfaces

Multi-modal interfaces process two or more user input modes in a coordinated manner to provide users with greater expressive power, naturalness, flexibility, and portability [125]. SUGILITE combines speech and touch to enable a “speak and point” interaction style, which has been studied since early multi-modal systems like Put-that-there [19]. Prior systems such as CommandSpace [1], Speechify [70], QuickSet [126], SMARTBoard [116], and PixelTone [77] investigated multi-modal interfaces that can map coordinated natural language instructions and GUI gestures to system commands and actions. In programming, similar interaction styles have also been used for controlling robots (e.g., [64,106]). But the use of these systems are limited to specific first-party apps and task domains, in contrast to SUGILITE which aims to be general-purpose.

When SUGILITE addresses the data description problem (details in Chapter 4), demonstration is the primary modality; verbal instructions are used for disambiguating demonstrated actions. A key pattern here is mutual disambiguation [124]. When the user demonstrates an action on the GUI with a simultaneous verbal instruction, our system can reliably detect what the user did and on which UI object the user performed the action. The demonstration alone, however, does not explain why the user performed the action, and any inferences on the users intent would be fundamentally unreliable. Similarly, from verbal instructions alone, the system may learn about the users intent, but grounding it onto a specific action may be difficult due to the inherent ambiguity in natural language. SUGILITE utilizes these complementary inputs to infer robust and generalizable scripts that can accurately represent user intentions in PBD. A similar multi-modal approach has been used for handling ambiguities in recognition-based interfaces [104], such as correcting speech recognition errors [145] and assisting the recognition of pen-based handwriting [75].

In the parameterization and concept teaching components of SUGILITE, the natural language instructions come first. During the parametrization, the user first verbally describes the task, and then demonstrates the task from which SUGILITE infers parameters in the initial verbal instruction, and the corresponding possible values. In concept teaching, the user starts with describing an automation rule at a high-level in natural language, and then recursively defines any ambiguous or vague concepts by referring to app GUIs. SUGILITE’s approach builds upon prior work like PLOW [3], which uses user verbal instructions to hint possible parameters, to further explore how GUI and GUI-based demonstrations can help enhance natural language inputs.

Throughout the design process for SUGILITE, we used user-centered methods [120] including the natural programming method [121,123]. Note that this “natural programming” concept is different from “natural language programming” that we discussed before. Natural programming seeks to make the programming process closer to the way the developers think about their tasks [53] to make it easier for developers to implement what they have in mind and to understand the state of their program [121]. My work particularly studies how end users naturally instruct tasks with multiple modalities (see Sections 4.2 and 5.2), and explores the design of multi-modal interfaces that allow users to use the most natural modality for the current context.

2.4 End User Development for Task Automation

Besides programming by demonstration and natural language programming, there are a few other approaches for supporting end user development in task automation. Trigger-action programming (e.g., [62,65,149]) has been popular with end users due to its simplicity. In this model, the user can specify a simple pair of trigger and action, where the action will be performed when the trigger happens. Compared with SUGILITE’s approach, trigger-action programming tools can only be applied for apps or services that have
open APIs available. The simple structure in trigger-action programming also limits its expressiveness so it cannot automate more complex tasks.

Visual programming is another popular technique for end user development. Prior systems like Automate [99] and AppGate [31] allowed users to create automation scripts with blocks in flowcharts. Helena [24] also used a visual language to enable end users to adapt, extend, and understand PBD programs. While visual programming has a lower learning barrier than conventional programming, it still requires users to spend significant effort to learn its syntax, notions, and structures, especially when the programs get more complicated. The supported task domains in visual programming are also often limited by the available “blocks” provided by the system.

2.5 Understanding App Interfaces

A unique challenge for SUGILITE is to support multi-modal PBD on arbitrary third-party mobile app GUIs. Some of such GUIs can be complicated, with hundreds of entities, each with many different properties, semantic meanings and relations with other entities. Moreover, third-party mobile apps only expose the low-level hierarchical representations of their GUIs at the presentation layer, without revealing information about internal program logic.

There has been some prior work on inferring semantics and task knowledge from GUIs. Prefab [38, 39, 40] introduced pixel-based methods to model interactive widgets and interface hierarchies in GUIs, and allowed runtime modifications of widget behaviors. Waken [9] also used a computer vision approach to recognize GUI components and activities from screen captured videos. RICO [34] and ERICA [35] showed that higher-level semantically meaningful tasks (e.g., search, login) can be recognized from GUI layouts of individual screens based on their design patterns. StateLens [59] and KITE [90] looked at the sequence of GUI screens of completing a task, from which they can infer the task flow model with multiple different branches and states.

SUGILITE faces a unique challenge — in SUGILITE, the user talks about the underlying task of an app in natural language while making references to the app’s GUI. The system needs to have sufficient understanding about the contents of the app GUI to be able to handle these verbal instructions in order to learn the task. Therefore, the goal of SUGILITE in understanding app interfaces is to abstract the semantics of GUIs from their platform-specific implementations, while being sufficiently aligned with the semantics of users’ natural language instructions, so that it can leverage the GUI representation to help understanding the user’s instruction about the underlying task.
Chapter 3

The SUGILITE System

3.1 Introduction

This chapter describes the design and implementation of the core SUGILITE system, a new intelligent agent that allows end users to teach new tasks and concepts using a multi-modal approach that combines programming by demonstration (PBD) and learning from natural language instructions. It features the following components:

1. The PBD mechanism that enables users to create automation for arbitrary tasks across any or multiple third-party smartphone apps, and to execute automated tasks through a multi-modal (speech) interface.

2. A PBD script generalization mechanism that leverages the user’s verbal commands, demonstrated actions, and the UI hierarchy structures of third-party apps to create generalized programs from single demonstrations. The system also has a representation of the recordings that allows users to manually edit scripts if necessary.

3. An error checking and handling mechanism that improves the system’s robustness when the underlying apps change, and also supports further generalization of the scripts to handle new situations as they arise.

Through the work covered in this chapter, we seek to address the challenges of usability, applicability, and generalizability, as identified in Section 1.1.1. The core features described in this chapter provide the platform that allows research on the specific issues such as the data description problem (Chapter 4), learning task conditionals and concepts (Chapter 5), and SUGILITE’s application in smart home scenarios (Chapter 6). The system described in this chapter is the base version of SUGILITE. Several changes and improvements have been made to this version, which I will cover in the later chapters of this dissertation.

This chapter will also describe a lab usability study that showed that users with different levels of programming experience were able to use SUGILITE to create automation for four tasks derived from real-world scenarios with an 85.5% completion rate, plus subjective feedback showing they liked and would want to use a tool like SUGILITE.

---

This chapter is modified from the conference paper [85].
3.2 Example Usage Scenario

This section presents an example scenario of a user interacting with the base version of the SUGILITE system. This example demonstrates SUGILITE’s ability to learn generalized tasks with third-party applications from a user’s single demonstration.

3.2.1 Order Starbucks Coffee

Smartphone users can order a wide range of products through the apps provided by merchants. In the motivating survey, respondents reported that many such tasks required them to navigate through a complicated multi-level menu in the app to locate the desired offering, which would be especially annoying when the same task is performed frequently. Automating repetitive activities is a key motivation for SUGILITE. In this scenario, we show an example of how a user automates ordering Starbucks drinks using SUGILITE.

The user first gives SUGILITE a voice command, “Order a Cappuccino,” using the conversational voice interface (Figure 3.1a), for which SUGILITE answers “Sorry but I don’t understand. Would you like to teach me? Say demonstrate’ to demonstrate.” The user then says, “demonstrate” and starts demonstrating the procedure of ordering a Cappuccino using the Starbucks app.

She first clicks on the Starbucks icon on the home screen, taps on the main menu and chooses “Order”, which is exactly the same procedure as what she would do if she is ordering manually through the Starbucks app. (Alternatively, she could instead say verbal commands such as “Click on Starbucks”, etc.) After each action, a confirmation dialog from SUGILITE pops up (Figure 3.1b) to confirm that the action has been performed correctly.

Note that in the latest version, the conversational interface (a) has been replaced with PUMICE (Chapter 5), and the data description disambiguation interface (c) has been replaced with APPINITE (see Chapter 4).

1 A demo is available at https://www.youtube.com/watch?v=KMx7Ea6W6AQ
recorded, and which also serves to slow down the user to make sure that the Android accessibility API has
time to record the action.

The user continues the Starbucks “Order” procedure by clicking on “MENU”, “Espresso Drinks”, “Cap-
puccinos”, “Cappuccino”, “Add to Order” and “View Order” in sequence, which are all exactly the same
steps that she would do without SUGILITE. In this process, the user could also demonstrate customizing the
size, flavor, etc. according to her personal preferences. SUGILITE pops up the confirmation dialog after each
click, except for the one on “Cappuccino”, where SUGILITE is confused and must ask the user to choose
from two identifying features on the same button (explained in Section 3.4): “Cappuccino” and “120cal”
(Figure 3.1c). When finished, the user clicks on the SUGILITE status icon and selects “End Recording”.

After the demonstration, SUGILITE analyzes the recording and parameterizes the script according to the
voice command and its knowledge about the UI hierarchy of the Starbucks app (details in Section 3.4).

This parameterization allows the user to give the voice command “Order a [DRINK]”, where [DRINK]
can be any of the drinks listed on the Starbucks app’s menus. SUGILITE can then order the drink automatically
for the user by manipulating the user interface of the Starbucks app. Alternatively, the automation
script can also be executed by using the SUGILITE graphical user interface (GUI) or invoked externally by
a third party app using the SUGILITE API.

3.2.2 Additional Examples

To exhibit the generalizability and customizability of SUGILITE, Here are some other example tasks that we
have successfully taught SUGILITE to execute:

1. (American Express) – “Pay off my credit card balance.”
2. (Venmo) – “Send [AMOUNT] dollars to [NAME].”
3. (Fly Delta) – “Find the flights from [CITY] to [CITY] on [DATE].”
4. (CHI 2016) – “Show me all the papers by [NAME].”
5. (Transit) – “When is [BUS LINE] coming?”
6. (Pokemon Go) – “Collect my coins in the shop.”
7. (GrubHub & Uber) – “Request an Uber to the nearest [TYPE] restaurant.”

3.3 SUGILITE’s Key Features

3.3.1 Multi-Modal Interaction

To provide flexibility for users in different contexts, both creating the automation and running the automa-
tion can be performed through either the conversational voice interface, or SUGILITE’s GUI. In order to
create an automation script, the user can either give a new voice instruction, for which SUGILITE will reply
“... Would you like to teach me?” or the user can start a new demonstration using SUGILITE’s GUI.

When teaching a new command to SUGILITE, the user can use verbal instructions, demonstrations, or a
mix of both in creating the script. Even though in most cases, demonstrating app operations through direct
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The user can also execute automation scripts by either giving voice commands, or by selecting from a list of scripts. Running an automation script by voice allows the user to give a command from a distance. For scripts with parameters, the parameter values are either explicitly specified in the GUI, or inferred from the verbal command when the conversational interface is used (see Section 3.3.2 for details).

During recording or executing, the user has easy access to the controls of SUGILITE through the floating duck icon (See Figure 3.1 where the icon is on the right edge of the screen). The floating duck icon changes its appearance to indicate the current status of SUGILITE — whether it is recording, executing, or tracking in the background. The user can start, pause or end the execution/recording as well as view the current script (Figure 3.1d) and the script list from the pop-up menu that appears when the user taps on the duck. The GUI also enables the user to manually edit a script by deleting an operation and all the subsequent operations, or to resume recording starting from the end of the script. Selecting an operation lets the user edit it using the editing panel (Figure 3.1c).

The multi-modality of SUGILITE enables many useful usage scenarios in different contexts. For example, one may automate tasks like finding nearby parking or streaming audible books by demonstrating the procedures in advance by direct manipulation. Then the user can perform those tasks by voice while driving without needing to touch the phone. A user with motor impairment can have her friends or family automate her common tasks so she can execute them later through the voice interface.

### 3.3.2 Script Generalization

**Verbal Commands and Demonstrations**  As shown in the example usage scenario, SUGILITE can automatically identify the parameters in the task and generalize the scripts from a single demonstration. After the user finishes the demonstration, SUGILITE first compares the identifying features of the target UI elements and the arguments of the operations against the verbal command, trying to identify the parameters by matching the words in the command. For example, for the verbal command “find the flights from New York to Los Angeles”, SUGILITE identifies “New York” and “Los Angeles” as two parameters if the user typed “New York” into the departure city textbox and “Los Angeles” into the destination textbox during the demonstration.

This parameterization method provides users control over the level of personalization and abstraction in SUGILITE scripts. For example, if the user demonstrated ordering a venti Cappuccino with skim milk by saying the command “order a Cappuccino”, we will discover that “Cappuccino” is a parameter, but not “venti” or “skim milk”. However, if the user gave the same demonstration, but had used the command, “order a venti Cappuccino.” then we would also consider the size of the coffee (“venti”) to be a parameter.

For the generalization of text entry operations (e.g., typing “New York” into the departure city textbox), SUGILITE allows the use of any value for the parameters. In the checking flights example, the user can give the command “find the flights from [A] to [B]” for any [A] and [B] values after demonstrating how to find the flights from New York to Los Angeles. SUGILITE will simply replace the two city names by the value of the parameters in the corresponding steps when executing the automation script.

In order to support generalization over UI elements, SUGILITE records the set of all possible alternatives to the UI element that the user operates on. SUGILITE finds these alternatives based on the UI structure, looking for those in parallel to the original target UI element. For example, suppose the user demonstrates “Order a Cappuccino” in which an operation is clicking on “Cappuccino” from the “Cappuccinos” menu
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that has two options “Cappuccino” and “Iced Cappuccino”. SUGILITE will first identify “Cappuccino” as a parameter, and then add “Iced Cappuccino” to the set as an alternative value for the parameter, allowing the user to order Iced Cappuccino using the same script. By keeping this list of alternatives, SUGILITE can also differentiate tasks with similar command structure but different values. For example, the commands “Order Iced Cappuccino” and “Order cheese pizza” invoke different scripts, because the phrase “Iced Cappuccino” is among the alternative elements of operations in one script, while “cheese pizza” would be among the alternatives of a different script. If multiple scripts can be used to execute a command (e.g., if the user has two scripts for ordering pizza with different apps), the user can explicitly select which script to run.

**App GUI Hierarchy Structure** A limitation of the above method in handling alternative elements is that it can only generalize at the leaf level of a multi-level menu tree. For example, the generalized script for “Order a Cappuccino” cannot be used to order drinks like a Latte or Macchiato because they are on other branches of the Starbucks “Order” menu. Since the user did not go to those branches during the demonstration, SUGILITE could not know the existence of those options or how to reach those options in the menu tree. This is a challenge of working with third-party apps, which will not expose their internal structures to us nor can we traverse the menu structures without invoking their app on the main UI thread.

To address this issue, we created a background tracking service that records all the clickable elements in apps and the corresponding previous actions taken to reach each element. This service can run all the time, so SUGILITE can learn about all parts of an app that the user visits. Through this mechanism, we can construct the path to navigate the menu structure to reach a UI element. The text labels of all such elements can then be added to the sets of alternative parameter values for the scripts. This means that we can allow the user to order drinks that are not an immediate sibling to Cappuccino at the leaf level of the Starbucks order menu tree from a single demonstration.

This method has its trade-offs. First, it brings in false positives. For example, there is a clickable node “Store Locator” in the Starbucks order menu. The generalizing process will then mistakenly add “Store Locator” to the list of what the user can order. Second, running the background tracking affects the phone’s performance. Third, SUGILITE cannot generalize for items that were never viewed by the user. Lastly, many participants expressed privacy concerns about allowing background tracking to store text labels from apps, since apps may dynamically generate labels with personal data like an account number or balance. We plan to address this problem in the future, as discussed in Section 7.3.

### 3.3.3 Error Checking and Handling

Error checking and handling has been a major challenge for many PBD systems [78]. SUGILITE provides error handling and checking mechanisms to detect when a new situation is encountered during execution or when the app’s UI changes after an update. For future work, we also plan to address other kinds of errors such as speech recognition errors, intent recognition errors, and entity resolution errors (see Section 7.2).

When executing a script, an error occurs when the next operation in the script cannot be successfully performed. There are many possible reasons for an execution error. First, it is possible that the app has been updated and the layout of the UI has been changed, so SUGILITE cannot find the object specified in the operation. Second, it is possible that the app is currently in a different state than it was during the demonstration. For example, if a user demonstrates how to request an Uber ride during normal pricing, and then uses the script to request a ride during surge pricing, then an error will occur because SUGILITE does
not know how to handle the popup from the Uber app that asks for surge price confirmation. Third, the execution can also be interrupted by an external event, like a phone call or an alarm.

In SUGILITE, when an error occurs, an error handling pop-up will be shown, asking the user to choose between three options: keep waiting, end executing, or fix the script. The “keep waiting” option will keep SUGILITE waiting until the current operation can be performed. This option should be used in situations like prolonged waiting in the app or an interrupting phone call, where the user knows that the app will eventually return to the recorded state in the script, which SUGILITE knows how to handle. The “end executing” option will simply end the execution of the current script.

The “fix the script” option has two sub-options: “replace” and “create a fork”, which allow the user to either demonstrate a procedure from the current step that will replace the corresponding part of the old script, or create a new alternative fork in the old script. The “replace” option should be used to handle permanent changes in the procedure due to an app update or an error in the previous demonstration, or if the user changes her mind about what the script should do. The “create a fork” option (Figure 3.1d) should be used to enable the script to deal with a new situation. The forking works similarly to the try-catch statement in programming languages, where SUGILITE will first attempt to perform the original operation, and then execute the alternative branch if the original operation fails. Allowing SUGILITE to learn other kinds of conditions and the relevant concepts is discussed in Chapter 5.

The forking mechanism can also handle new situations introduced by generalization. For example, after the user demonstrates how to check the score of the NY Giants using the Yahoo! Sports app, SUGILITE generalizes the script so it can check the score of any sports team. However, if the user gives a command “check the score of NY Yankees”, everything will work properly until the last step, where SUGILITE cannot find the score because the demonstrations so far only show where to find the score on an American football team’s page, which has a different layout than a baseball team’s page. In this case, the user creates a new fork and demonstrates how to find the score for a baseball team. Details about how SUGILITE finds items on the screen is described below in Section 3.4.

3.3.4 Manual Script Editing

For advanced users, we provide an interface to manually edit and manually generalize the script (Figure 3.1d). In this interface, users can delete operations, create forks, or resume recording to add more operations to an existing script. They can also manually generalize the scripts to better reflect their intentions. For example, for the action “Click on Chile Mocha Frappuccino in Starbucks ‘Featured’ menu”, the user can override the heuristic-generated identifying feature (see Section 3.4 for details) to use the screen location of the item instead of the text label of the item so the script will click on the top item on the “Featured” menu instead of always choosing the Chile Mocha Frappuccino.

Lastly, the user can manually create parameters. SUGILITE supports the use of a simple markup language. For the action “Set the text of the textbox ‘Message’ to ‘The bus is delayed, I’ll be home by 6PM’”, the user can manually modify the text to “@transportation is delayed, I’ll be home by @time” so she can reuse the script in similar scenario by only providing the values for the parameters instead of the whole text. Similarly, the user can set a parameter with the value or label of one UI element (e.g., the result of a search), which can be used for a later operation.
3.4 System Implementation

In this section, we discuss the implementation of the SUGILITE components and how they are integrated with each other. SUGILITE is an Android application implemented in Java. Scripts and tracking data are stored locally on phone in an SQLite database. SUGILITE does not require jailbreaking/root access to the phone and should work on any phone running Android 4.4 or above.

3.4.1 Conversational Interface

The conversational interface we used in the base version of SUGILITE is built upon the Learning by Instruction Agent (LIA)\(^2\) [7]. When the user gives a voice command, the audio is first decoded into text using Google Speech API. LIA uses a Combinatory Categorial Grammar (CCG) parser to parse the verbal command. Based on the parsing result, LIA can initiate a new recording or execute a SUGILITE script. Details on LIA can be found in [7].

3.4.2 Background Accessibility Service

The SUGILITE background service registers as an Android accessibility service. It listens to AccessibilityEvent and distributes the events to the recording handler or the execution handler based on the current mode of the system. The service receives an AccessibilityEvent through the listener whenever a view on the screen is clicked on (or long-clicked on), selected or focused. The service will also receive an AccessibilityEvent if the text on a view has changed, the state of the current window has changed, or the content of the current window has changed.

3.4.3 Recording Handler

The recording handler in the base version of Sugilite receives the AccessibilityEvent from the SUGILITE background accessibility service during the demonstration\(^3\). It consumes the event if the event is for a user action (click, long click or text entry). From the AccessibilityEvent object, the handler gets meta-data features (text labels, screen locations, accessibility labels, view ID) for the target UI element on which the action was performed. It also includes all the other elements in the hierarchy of the entire current screen (the UI layout), which SUGILITE saves for error checking and generalization. SUGILITE also saves the child features (i.e. element has a child element that...) and the parent features of the target UI element.

SUGILITE applies the following rule-based heuristics to determine a subset of the features to be used in identifying the current screen and the current target UI element. The SUGILITE first looks for the text or accessibility label in the UI element. If it has one, the system will verify that this feature is unique among all the UI elements on the screen. If this fails, The SUGILITE seeks to find a unique second-level feature like view ID or label of a child element. If The SUGILITE fails to find a feature to uniquely identify the element on the screen, it will use the screen coordinates of the element’s bounding box. The chosen subset of features needs to (i) uniquely identify the UI layout of the screen and the specific target UI element on that screen, and (ii) still work for future runs of the application to identify the same element.

If the recording handler determines that the heuristic-generated feature set can fulfill the above two requirements, the confirmation popup (Figure 3.1b) will be shown. Otherwise the disambiguation panel

\(^2\)LIA has been replaced with a new semantic parsing mechanism in the latest version, as described in Section 5.4.1.

\(^3\)The recording handler has been updated to use an interaction proxy overlay in the latest version, as described in Section 4.3.3.
(Figure 3.1c) will be shown to ask the user to manually disambiguate what features should be used in the script. After this, The SUGILITE generates and saves an operation to the current recorded script. The operation also stores identifiers for all the unique UI layouts and all the alternative UI elements that are structurally in parallel with the target UI element. After the demonstration, The SUGILITE will use these when parameterizing and generalizing the script, as described earlier.

### 3.4.4 Execution Handler

The execution handler will be activated when an AccessibilityEvent is sent from the background accessibility service, which happens when the screen changes, or when the user takes any action. The execution handler will try to match the current UI layout to the stored one in the script, then it tries to find the required target UI element on the screen, and then it will try to perform the operation as specified in the current operation. In the SUGILITE UI, the floating icon of a duck will also move to the target UI element to signify the operation. If the current screen specified in the AccessibilityEvent was not among the recorded ones for the current operation, the error handling pop-up will be shown, signifying that the state of the current app does not match what was demonstrated for the operation.

If the current operation is successful, the execution handler will then proceed to handle the next operation. The error handling mechanism (described earlier) will be activated in case of an error.

### 3.4.5 SUGILITE API

SUGILITE has an API that allows external apps to utilize its recording, tracking and executing functionality. Scripts can be exported for editing/sharing or imported for executing in JSON format. Several research software projects such as PrivacyStream [91] and the Yahoo InMind Middleware have been building upon, connected to, or invoking SUGILITE.

### 3.5 User Study

To assess how successfully users with various levels of prior programming experience can use some features of SUGILITE, we conducted a lab study where we asked the participants to teach SUGILITE new tasks for four given scenarios.

#### 3.5.1 Participants

19 participants aged 20–30 (mean = 24.2, SD = 2.55) were recruited from the local university community. The participants were required to be 18 or order, be active smartphone users and be fluent in English. All recruited participants were university students.

In the recruiting form, participants rated their own programming experience on a five-point scale from “no experience” to “experienced programmer”. We specifically selected participants across a range of prior programming experience. Table [3.1] shows the description used for each category and the number of participants in each category.

---

4The manual disambiguation has been replaced with a multi-modal disambiguation interface, as discussed in Chapter [4]

5https://www.cmu.edu/homepage/computing/2014/winter/project-inmind.shtml
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#### 3.5.1 Group–Programming Experience

<table>
<thead>
<tr>
<th>Group–Programming Experience</th>
<th>#</th>
</tr>
</thead>
<tbody>
<tr>
<td>1 I’ve never done any computer programming</td>
<td>3</td>
</tr>
<tr>
<td>2 I’ve done some light programming (e.g., Office macros, excel functions, simple scripts)</td>
<td>4</td>
</tr>
<tr>
<td>3 Beginner programmer (experience equivalent to 1–2 college level computer science classes)</td>
<td>5</td>
</tr>
<tr>
<td>4 Intermediate programmer (1–2 years of programming experience)</td>
<td>3</td>
</tr>
<tr>
<td>5 Experienced programmer (2+ years of programming experience)</td>
<td>4</td>
</tr>
</tbody>
</table>

Table 3.1: Number of participants (#) grouped by programming experience

#### 3.5.2 Sample Tasks

We chose five tasks for the study based on the common repetitive task scenarios from a motivating survey. The first task was used as a tutorial, where the experimenter showed the participant how to teach SUGILITE to complete the example task and explained how to operate SUGILITE. The other four tasks were given to the participants in random order. All the participants used the same Nexus 6 phone with SUGILITE and relevant apps installed.

Before each task, the participants were given time to get familiar with the involved apps (Uber, Starbucks, Yahoo! Sports and Gmail), so they were all proficient at performing the tasks using direct manipulation. We first asked the participants to perform the task directly without SUGILITE, and then asked them to teach SUGILITE the same task by demonstration. During the task, we would not answer questions on how to use SUGILITE (but we responded to the requests for clarification on the task specifications).

Below are the task descriptions:

**Tutorial Task: Pizza Ordering**

In this task, we demonstrated the procedure of ordering a large pepperoni pizza for carryout at the nearest Papa John’s store using the Papa John’s app. The script was then automatically generalized so it can be used to order any of the three basic pizzas (pepperoni, cheese and sausage). There were one `SET_TEXT` and 9 `CLICK` operations in the script. Among them, two `CLICK` operations required manual disambiguating of the identifying features.

**Task 1: Get an Uber**

The specification given to the participants was “You should teach the agent how to use the Uber app to request an Uber X cab to the current location.” The standard procedure for this task had two `CLICK` operations, none of which required manual disambiguation of the identifying features. The participants were told to not confirm sending the Uber request to avoid being charged.

**Task 2: Check Sports Score**

The specification given to the participants was “You should teach the agent how to use the Yahoo! Sports app to show you the latest score of Pittsburgh Steelers.” The standard procedure for this task had four `CLICK` operations and one `SET_TEXT` operation, none of which required manual disambiguation of the identifying features. The parameter for the `SET_TEXT` operation is automatically generalized so the script can be used to check the score for any football team in Yahoo! Sports.

**Task 3: Order Coffee**

The specification given to the participants was “You should teach the agent how to use the Starbucks app to order a cup of Cappuccino.” The standard procedure for this task had 11 `CLICK` operations, among which two `CLICK` operations required manual disambiguation of the identifying features.
3.5. User Study

Figure 3.2: The average task completion time for the participants grouped by their programming experience. Shorter bars are better. Error bars show the standard deviations.

operations. Among them, one CLICK operation required manual disambiguation of the identifying features. This script is automatically generalized so it can be used to order any drink from the Starbucks app. The participants were told to not submit the final order to avoid being charged.

**Task 4: Send an Email** The specification given to the participants was “You should teach the agent the command ‘Tell Joe that I will be late because my car is broken.’ by demonstrating how to send a new email to ‘joe@example.com’, with the subject ‘I will be late’ and body ‘I will be late because my car is broken’.” The standard procedure for this task had four CLICK operations and three SET TEXT operations, none of which required manual disambiguation of the identifying features. This script is automatically generalized so it can respond to “Tell [NAME] that [SOMETHING] because [SOMETHING].”

3.5.3 Procedure

The study took about 1 hour per participant. After signing the consent form, the participant received the tutorial through the experimenter walking through the tutorial task. The tutorial took about 5 minutes. Following the tutorial, the experimenter gave the first task to the participant. Then the participant began to do the tasks as specified in the previous section. After performing the tasks, the participant filled out a usability questionnaire on their experiences interacting with SUGILITE. Finally, the experimenter conducted a brief semi-structured interview with the participant based on the questionnaire responses and the experimenter’s observations during the study. Participants were compensated $15 for their time.
3.5.4 Results

Overall, 65 out of 76 (85.5%) scripts created by the participants ran and performed the intended task successfully. 8 out of the 19 (42.1%) participants succeed in all four tasks. 10 (52.6%) succeeded in three tasks and 1 (5.3%) succeeded in only two tasks. All participants completed at least two tasks successfully. A Pearson’s chi-squared test was performed and no significant relationship was found between task completion and the level of prior programming experience ($X^2(4) = 4.15, p = 0.39$).

For each successful task, we measured the task completion time from when the voice command was successfully received until the participant ended the recording. We then used a one-way ANOVA to compare the task completion time of each task for participants grouped by their programming experience. No significant difference between the five groups as described in Table 1 based on task completion time was found for any of the tasks. The average task completion time of each task by group is shown in Figure 3.2. All times are in seconds.

**Task 1** All but one participant completed this task (94.7%). That participant “double clicked” (i.e., clicked twice in a row without waiting for the confirmation pop-up in between), which caused the system to fail to record the first action.

**Task 2** 15 participants out of 19 (78.9%) completed this task. Four participants failed by entering the text directly into textboxes\(^6\) (they were supposed to double tap on the textbox and type into a pop-up due to an implementation limitation).

**Task 3** 17 participants out of 19 (89.5%) completed this task. A participant erroneously “double clicked” and another participant recorded a click when the Starbucks app had not finished loading, which would cause the execution to block when this click is to be performed.

**Task 4** 14 participants out of 19 (73.7%) completed this task. Five participant failed by entering the text directly into textboxes.

3.5.5 Time Trade-off

For each of the four tasks, we also calculated an average “break-even” point $n$, for which if a task needs to be performed for at least $n$ times, then the total time needed for automating the task and executing the script for $n$ times is shorter than the time needed to do the tasks manually for $n$ times. This metric is also known as the *equivalent task size* [114]. We use $n$ as a rough measure for the time trade-off of using SUGILITE to automate tasks. In plain words, if a user needs to perform a task for more than $n$ times, then automating the task with SUGILITE can save her time.

Using the average time it took to create the automation ($\tilde{t}_a$), the average time it took to perform the task manually ($\tilde{t}_m$) and the time it took to execute the automation ($\tilde{t}_0$), we calculate the average break-even value of $n$ for each task, shown in Table 3.2.

\(^6\)The latest version of SUGILITE has fixed this issue by adding support for direct text input.
Table 3.2: Average time to automate the task ($\bar{t}$), average time to perform the task manually ($\bar{t}_m$), time to run the automation ($\bar{t}_0$), and the “break-even” point ($n$) for the four tasks.

### 3.5.6 Subjective Feedback

Overall, SUGILITE received positive feedback on both usability and usefulness from our study participants. On the post questionnaire, the participants were asked to rate their agreement with statements related to their experience interacting with SUGILITE on a 7-point Likert scale from “Strongly Disagree” to “Strongly Agree.” Table 3.3 shows the average score for the usability-related items on the questionnaire. Table 3.4 shows the average score for the usefulness-related questions.

<table>
<thead>
<tr>
<th>Statement</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>“It’s easy to learn how to use this system.”</td>
<td>6.17</td>
</tr>
<tr>
<td>“My interaction with the system is clear and understandable.”</td>
<td>6.00</td>
</tr>
<tr>
<td>“I’m satisfied with my experience using this system.”</td>
<td>5.94</td>
</tr>
</tbody>
</table>

Table 3.3: Average scores on usability questions from the post-questionnaire (on a 7-point scale).

<table>
<thead>
<tr>
<th>Statement</th>
<th>Score</th>
</tr>
</thead>
<tbody>
<tr>
<td>“I find the system useful in helping me creating automation.”</td>
<td>6.39</td>
</tr>
<tr>
<td>“I find automating tasks with the system is efficient.”</td>
<td>6.11</td>
</tr>
<tr>
<td>“I would use this system to automate my tasks.”</td>
<td>6.06</td>
</tr>
</tbody>
</table>

Table 3.4: Average scores on usefulness questions from the post-questionnaire (on a 7-point scale).

In a semi-structured interview after the questionnaire, the participants were asked whether they found anything unclear or confusing in their interaction with SUGILITE. Most complaints were on the demonstration of text entry, where the user needs to type into a SUGILITE popup instead of the textbox in the original app. Participants found this to be unnatural and easy-to-forget. Some also reported information overload on the disambiguation panel (Figure 1c). It contained too much information, which made it hard to locate where they needed to read and make selections.

---

7 As mentioned above, the latest version of SUGILITE has added the support for direct text input.
8 The manual disambiguation has been replaced with a multi-modal disambiguation interface, as discussed in Chapter 4.
3.6. Chapter Conclusion

This chapter described the design and implementation of the core SUGILITE system, an end-user-programmable intelligent agent that can learn tasks in various task domains from end users through demonstrations on existing third-party app GUIs, and infer parameters and their associated possible values in learned tasks from a combination of task demonstrations, user verbal instructions, and app GUI hierarchy structures.

Even though there have been many years of research on programming by demonstration and speech interfaces, SUGILITE was the first PBD system to show how they can successfully be put together on a smartphone to enhance the capabilities of both [85].
Chapter 4

The Data Description Problem

4.1 Introduction

A central challenge for PBD is generalization. The PBD system should produce more than literal record-and-replay macros (e.g., sequences of keystrokes and clicks at specific screen locations), but learn the target task at a higher level of abstraction so it can perform similar tasks in new contexts [33, 93]. Previously, Section 3.3.2 discussed parameterization, which is a key issue in generalization. This chapter will cover another key issue in generalization — the data description problem [33, 93]: when the user performs an action on an item in the GUI, what does it mean? The action and the item have many features. The system needs to choose a subset of features to describe the action and the item, so that it can correctly perform the right action on the right item in a different context.

For example, in Figure 4.1(a), the user’s action is “Click”, and the target object can be described in many different ways, such as Charlie Palmer Steak / the second item from the list / the closest restaurant in Midtown East / the cheapest steakhouse, etc. The system would need to choose a description that reflects the user’s intention, so that the correct action can be performed if the script is run with different search results.

To identify the correct data description, prior PBD systems have varied widely in the division of labor, from making no inference and requiring the user to manually specify the features, to using sophisticated AI algorithms to automatically induce a generalized program [122]. Some prior systems such as SmallStar [60] and Topaz [119] used the “no inference” approach to give users full control in manually choosing features to use. However, this approach involves heavy user effort, and has a steep learning curve, especially for end users with little programming expertise. Others like Peridot [118] and CoScripter [82] went a step further and used heuristic rules for generalization, which were still limited in applicability. This approach can only handle simple scenarios (unlike Figure 4.1), and has the possibility of making incorrect assumptions.

At the other end of the spectrum, prior systems such as [58, 80, 109, 112] used more sophisticated AI-based programming synthesis techniques to automatically infer the generalization, usually from multiple example demonstrations of a task. However, this approach has issues as well. It requires a large number of examples, but users are unlikely to be willing to provide more than a few examples, which limits the feasibility of this approach [78]. Even if end users provide a sufficient number of examples, prior studies [81, 86].
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Figure 4.1: Specifying data description in programming by demonstration using APPINITE: (a, b) enable users to naturally express their intentions for demonstrated actions verbally; (c) guides users to formulate data descriptions to uniquely identify target GUI objects; (d) shows users real-time updated results of current queries on an interaction overlay; and (e) formulates executable queries from natural language instructions.

have shown that untrained users are not good at providing useful examples that are meaningfully different from each other to help with inferring data descriptions. Furthermore, users have little control of the resulting programs in these systems. The results are often represented in such a way that is difficult for users to understand. Thus, users cannot verify the correctness of the program, or make changes to the system, resulting in a lack of trust, transparency and user control.

This chapter describes a new multi-modal interface for SUGILITE named APPINITE. This interface enables end users to naturally express their intentions for data descriptions when programming task automation scripts by using a combination of demonstrations and natural language instructions on the GUIs of arbitrary third-party mobile apps. APPINITE helps users address the data description problem by guiding them to verbally reveal their intentions for demonstrated actions through multi-turn conversations. APPINITE constructs data descriptions of the demonstrated action from natural language explanations. This interface is enabled by our novel method of constructing a semantic relational knowledge graph (i.e., an ontology) from a hierarchical GUI structure (e.g., a DOM tree). APPINITE uses an interaction proxy overlay to highlight ambiguous references on the screen, and to support meta actions for programming with interactive UI widgets in third-party apps. The APPINITE interface replaces the manual disambiguation panel (described in Section 3.4 and shown in Figure 3.1c) in the base SUGILITE system.

APPINITE provides users with greater expressive power to create flexible programming logic using the data descriptions, while retaining a low learning barrier and high understandability for users. The evaluation showed that APPINITE is easy-to-use and effective in tasks with ambiguous actions that are otherwise difficult or impossible to express in prior PBD systems.

APPINITE is named after a type of rock. The acronym stands for Automation Programming on Phone Interfaces using Natural-language Instructions with Task Examples.
4.2 Formative Study

We conducted a formative study to understand how end users may verbally instruct the system simultaneously while demonstrating using the GUIs of mobile apps, and whether these instructions would be useful for addressing the data description problem. We asked workers from Amazon Mechanical Turk (mostly non-programmers [63]) to perform a sample set of tasks using a simulated phone interface in the browser, and to describe the intentions for their actions in natural language. We recruited 45 participants, and had them each perform 4 different tasks. We randomly divided the participants into two groups. One group of participants were simply told to narrate their demonstrations in a way that would be helpful even if the exact data in the app changed in the future. Another group were additionally given detailed instructions and examples of how to write good explanations to facilitate generalization from demonstrations.

After removing responses that were completely irrelevant, or apparently due to laziness (32% of the total), the majority (88%) of descriptions from the group that were not given detailed instructions and all of descriptions (100%) from the group that received detailed instructions explained intentions for the demonstrations in ways that would facilitate generalization, e.g., by saying “Scroll through to find and select the highest rated action film, which is Dunkirk” rather than just “select Dunkirk” without explaining the characteristic feature behind their choice.

We also found that many of such instructions contain spatial relations that are either explicit (e.g., “then you click the back button on the bottom left”) or implicit (e.g., “the reserve button for the hotel”, which can translate to “the button with the text label ‘reserve’ that is next to the item representing the hotel”). Furthermore, approximately 18% of all 1631 natural language statements we collected from this formative study used some generalizations (e.g., the highest rated film) in the data description instead of using constant values of string labels for referring to the target GUI objects. These findings illustrate the need for constructing an intermediate level representation of GUIs that abstracts the semantics and relationships from the platform-specific implementation of GUIs and maps more naturally to the semantics of likely natural language explanations (We addressed this need through the extraction of UI Snapshot Knowledge Graph, as described in Section 4.3.1).

4.3 APPINITE’s Design and Implementation

In this section, we discuss the design and implementation of three core components of APPINITE: the UI snapshot graph extractor, the natural language instruction parser, and the interaction proxy overlay.

4.3.1 UI Snapshot Knowledge Graph Extraction

We found in the formative study that end users often refer to spatial and semantic-based generalizations when describing their intentions for demonstrated actions on GUIs. Our goal is to translate these natural language instructions into formal executable queries of data descriptions that can be used to perform these actions when the script is later executed. Such queries should be able to generalize across different contexts and small variations in the GUI to still correctly reflect the user’s intentions. To achieve this goal, a prerequisite is a representation of the GUI objects with their properties and relationships, so that queries can be formulated based on this representation.

APPINITE extracts GUI elements using the Android Accessibility Service, which provides the content of each window in the current GUI through a static hierarchical tree representation similar to the DOM
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Figure 4.2: APPINITE’s error handling interfaces for handling situations where the instruction and the demonstration do not match.

Figure 4.3: A snippet of an example GUI where the alignment suggests a semantic relationship — “This is the score for Minnesota” translates into “Score is the TextView object with a numeric string that is to the right of another TextView object Minnesota.”
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tree used in HTML. Each node in the tree is a view, representing a UI object that is visible (e.g., buttons, text views, images) or invisible (often created for layout purposes). Each view also contains properties such as its Java class name, app package name, coordinates for its on-screen bounding box, accessibility label (if any), and raw text string (if any). Unlike a DOM, our extracted hierarchical tree does not contain specifications for the GUI layout other than absolute coordinates at the time of extraction. It does not contain any programming logic or meta-data for the text values in views, but only raw strings from the presentation layer. This hierarchical model is not adequate for APPINITE’s data description, as it is organized by parent-child structures tied to the implementation details of the GUI, which are invisible to end users of the PBD system. The hierarchical model also does not capture geometric (e.g., next to, above), shared property value (e.g., two views with the same text), or semantic (e.g., the cheapest option) relations among views, which are often used in users’ data descriptions.

To represent and to execute queries used in data descriptions, APPINITE constructs relational knowledge graphs (i.e., ontologies) from hierarchical GUI structures as the medium-level representations for GUIs. These UI snapshot graphs abstract the semantics (values and relations) of GUIs from their platform-specific implementations, while being sufficiently aligned with the semantics of users’ natural language instructions. Figure 4.4 illustrates a simplified example of a UI snapshot graph.

Formally, we define a UI snapshot graph as a collection of subject-predicate-object triples denoted as \((s, p, o)\), where the subject \(s\) and the object \(o\) are two entities, and the predicate \(p\) is a directed edge representing a relation between the subject and the object. In APPINITE’s graph, an entity can either represent a view in the GUI, or a typed (e.g., string, integer, Boolean) constant value. This denotation is highly flexible — it can support a wide range of nested, aggregated, or composite queries. Furthermore, a similar representation is used in general-purpose knowledge bases such as DBpedia [42], Freebase [43], Wikidata [44] and WikiBrain [45], which can enable us to plug APPINITE’s UI snapshot graph into these knowledge bases to support better semantic understanding of app GUIs in the future.

The first step in constructing a UI snapshot graph from the hierarchical tree extracted from the Android Accessibility Service is to flatten all views in the tree into a collection of view entities, allowing more flexible queries on the relations between entities on the graph. The hierarchical relations are still preserved in the graph, but converted into hasChild and hasParent relationships between the corresponding view entities. Properties (e.g., coordinates, text labels, class names) are also converted into relations, where the values of the properties are represented as entities. Two or more constants with the same value (e.g., two views with the same class name) are consolidated as a single constant entity connected to multiple view entities, allowing easy querying for views with shared properties values.

In GUI designs, horizontal or vertical alignments between objects often suggest a semantic relationship [5]. Generally, smaller geometric distance between two objects also correlates with higher semantic relatedness between them [46]. Therefore, it is important to support spatial relations in data descriptions. APPINITE adds spatial relationships between view entities to UI snapshot graphs based on the absolute coordinates of their bounding boxes, including above, below, rightTo, leftTo, nextTo, and near relations. These relations capture not only explicit spatial references in natural language (e.g., the button next to something), but also implicit ones (see Figure 4.3 for an example). In APPINITE, thresholds in the heuristics for determining these spatial relations are relative to the dimension of the screen, which supports generalization across phones with different resolutions and screen sizes.

APPINITE also recognizes some semantic information from the raw strings found in the GUI to support grounding the user’s high-level linguistic inputs (e.g., “item with the lowest price”). To achieve this,
APPINITE applies a pipeline of data extractors on each string entity in the graph to extract structured data (e.g., phone number, email address) and numerical measurements (e.g., price, distance, time, duration), and saves them as new entities in the graph. These new entities are connected to the original string entities by contains relations (e.g., containsPrice). Values in each category of measurements are normalized to the same units so they can be directly compared, allowing flexible computation, filtering and aggregation.

### 4.3.2 Instruction Parsing

After APPINITE constructs a UI snapshot graph, the next step is to parse the user’s natural language description into a formal executable query to describe this action and its target UI object. In APPINITE, we represent queries in a simple but flexible LISP-like query language (S-expressions) that can represent joins, conjunctions, superlatives and their compositions. Figure 4.1, Figure 4.4 and Figure 4.3 show some example queries. To support these queries, we implemented a new semantic parser that replaces the old LIA parser used in the initial version of SUGILITE (see Section 3.4).
Representing UI elements as a UI snapshot graph offers a convenient data abstraction model for formulating a query using language that is closely aligned with the semantics of users’ instructions during a demonstration. For example, the utterance “next to the button” expresses a natural join over a binary relation near and a unary relation isButton (a unary relation is a mapping from all UI object entities to truth values, and thus represents a subset of UI object entities.) An utterance “a textbox next to the button” expresses a natural conjunction of two unary relations, i.e., an intersection of a set of UI object entities. An utterance such as “the cheapest flight” is naturally expressed as a superlative (a function that operates on a set of UI object entities and returns a single entity, e.g., ARG_MIN or ARG_MAX). Formally, we define a data description query in APPINITE’s language as an S-expression that is composed of expressions that can be of three types: joins, conjunctions and superlatives, constructed by the following 7 grammar rules:

\[
E \rightarrow e; E \rightarrow S; S \rightarrow (\text{join } r E); S \rightarrow (\text{and } S S)
\]

\[
T \rightarrow (\text{ARG}_\text{MAX} r S); T \rightarrow (\text{ARG}_\text{MIN} r S); Q \rightarrow S | T
\]

where \( Q \) is the root non-terminal of the query expression, \( e \) is a terminal that represents a UI object entity, \( r \) is a terminal that represents a relation, and the rest of the non-terminals are used for intermediate derivations. APPINITE’s language forms a subset of a more general formalism known as Lambda Dependency-based Compositional Semantics [92] a notationally simpler alternative to lambda calculus which is particularly well-suited for expressing queries over knowledge-graphs.

APPINITE’s parser uses a Floating Parser architecture [129] and does not require hand-engineering of lexicalized rules, e.g., as is common with synchronous CFG or CCG based semantic parsers. This allows users to express lexically and syntactically diverse, but semantically equivalent statements such as “I am going to choose the item that says coffee with the lowest price” and “click on the cheapest coffee” without requiring the developer to hand-engineer or tune the grammar for different apps. Instead, the parser learns to associate lexical and syntactic patterns (e.g., associating the word “cheapest” with predicates ARG_MIN and containsPrice) with semantics during training via rich features that encode co-occurrence of unigrams, bigrams and skipgrams with predicates and argument structures that appear in the logical form. We trained the parser used in the preliminary usability study via a small number of example utterances paired with annotated logical forms and knowledge-graphs (840 examples), using 4 of the 8 apps used in the user studies as a basis for training examples. We use the core Floating Parser implementation within the SEMPRE framework [12].

4.3.3 Interaction Proxy Overlay

The base version of SUGILITE instruments GUIs by passively listening for the user’s actions through the Android accessibility service, and popping up a disambiguation dialog after an action if clarification of the data description is needed (see Section 3.4). This approach allows PBD on unmodified third-party apps without access to their internal data, which is constrained by working with Android apps (unlike web pages, where run-time interface modification is possible [18,41,147]). However, at the time when the dialog shows up, the context of the underlying app may have already changed as a result of the action, making it difficult for users to refer back to the previous context to specify the data description for the action. For example, after the user taps on a restaurant, the screen changes to the next step, and the choice of restaurant is no longer visible. This approach also has problem processing non-standard GUIs whose widgets do not use the standard onClick() listeners for handling clicks.
To address these issues, we implemented an interaction proxy \[158\] in APPINITE to add an interactive overlay on top of third-party GUIs. This mechanism replaced the old recording handler discussed in Section \[3.4\]. It can run on any phone running Android 6.0 or above, without requiring root access. The full-screen overlay can intercept all touch events (including gestures) before deciding whether, or when to send them to the underlying app, allowing APPINITE to engage in the disambiguation process while preventing the demonstrated action from switching the app away from the current context. Users can refine data descriptions through multi-turn conversations, try out different natural language instructions, and review the state of the underlying app when demonstrating an action without invoking the action.

The overlay is also used for conveying the state of APPINITE in the mixed-initiative disambiguation to improve transparency. An interactive visualization highlights the target UI object in the demonstration, and matched UI objects in the natural language instruction when the user’s instruction matches multiple UI objects (Figure 4.1d), or the wrong object (Figure 4.2a). This helps users to focus on the differences between the highlighted objects of confusion, assisting them to come up with additional differentiating criteria in follow-up instructions to further refine data descriptions. In the “verbal-first” mode where no demonstration grounding is available, APPINITE also uses similar overlay highlighting to allow users to preview the matched object results for the current data description query on the underlying app GUI.

### 4.4 User Study

We conducted a lab usability study. Participants were asked to use APPINITE to specify data descriptions in 20 example scenarios. The purpose of the study was to evaluate the usability of APPINITE on combining natural language instructions and demonstrations.

#### 4.4.1 Participants

We recruited 6 participants (1 woman and 5 men, average age = 26.2) at Carnegie Mellon University. All but one of the participants were graduate students in technical fields. All participants were active smartphone users, but none had used APPINITE prior to the study. Each participant was paid $15 for an 1-hour user study session.

Although the programming literacy of our participants is not representative of APPINITE’s target users, this was not a goal of this study. The primary goal was to evaluate the usability of APPINITE’s interaction design on combining natural language instructions and demonstrations. The demonstration part of this usability study was based on the earlier SUGILITE study (see Section \[3.5\]), which found no significant difference in PBD task performances among groups with different programming expertise. The formative study (Section \[4.2\]) showed that non-programmers were able to provide adequate natural language instructions from which APPINITE can generate generalizable data descriptions.

#### 4.4.2 Tasks

From the top free apps in Google Play, we picked 8 sample apps (OpenTable, Kayak, Amtrak, Walmart, Hotel Tonight, Fly Delta, Trulia and Airbnb) where we identified data description challenges. Within these apps, we designed 20 scenarios. Each scenario required the participant to demonstrate choosing an UI object from a collection of options. All the target UI objects had multiple possible and reasonable data descriptions where the correct ones (that reflect user intentions) could not be inferred from demonstrations.
4.4. User Study

alone, or using heuristic rules without semantic understanding of the context. The tasks required participants to specify data descriptions using APPINITE. For each scenario, the intended feature for the data description was communicated to the participant by pointing at the feature on the screen. Spoken instructions from the experimenter were minimized, and carefully chosen to avoid biasing what the participant would say. Four out of the 20 scenarios were set up in a way that multi-turn conversations for disambiguation (e.g., Figure 4.1c and Figure 4.1d) were needed. The chosen sample scenarios used a variety of different domains, GUI layouts, data description features, and types of expressions in target queries (i.e. joins, conjunctions and superlatives).

4.4.3 Procedure

After obtaining consent, the experimenter first gave each participant a 5-minute tutorial on how to use APPINITE. During the tutorial, the experimenter showed a video as an example to explain APPINITE’s features.

Following the tutorial, each participant was shown the 8 sample apps in random order on a Nexus 5X phone. For each scenario within each app, the experimenter navigated the app to the designated state before handing the phone to the participant. The experimenter pointed to the UI object which the participant should demonstrate clicking on, and pointed to the on-screen feature which the participant should use for verbally describing the intention. For each scenario, the participant was asked to demonstrate the action, provide the natural language description of intention, and complete the disambiguation conversation if prompted by APPINITE. The participant could retry if the speech recognition was incorrect, and try a different instruction if the parsing result was different from expected. APPINITE recorded participants’ instructions as well as the corresponding UI snapshot graphs, the demonstrations, and the parsing results.

After completing the tasks, each participant was asked to complete a short survey, where they rated statements about their experience with APPINITE on a 7-point Likert scale. The experimenter also had a short informal interview with each participant to solicit their comments and feedback.

4.4.4 Results

Overall, our participants had a good task completion rate. Among all 120 scenario instances across the 6 participants, 106 (87%) were successful in producing the intended target data description query on the first try. Note that we did not count retries caused by speech recognition errors, as it was not a focus of this study. Failed scenarios were all caused by incorrect or failed parsing of natural language instructions, which can be fixed by having a more robust natural language understanding mechanism (see Section 7.1). Participants successfully completed all initially failed scenarios in retries by rewording their verbal instructions after being prompted by APPINITE. Among all the 120 scenario instances, 24 instances required participants to have multi-turn conversations for disambiguation. 22 of these 24 (92%) were successful on the first try, and the rest were fixed by rewording.

In a survey on a 7-point Likert scale from “strongly disagree” to “strongly agree”, our 6 participants found APPINITE “helpful in programming by demonstration” (mean = 7), “allowed them to express their intentions naturally” (mean = 6.8, \(\sigma = 0.4\)), and “easy to use” (mean = 7). They also agreed that “the multimodal interface of APPINITE is helpful” (mean = 6.8, \(\sigma = 0.4\)), “the real-time visualization is helpful for disambiguation” (mean = 6.7, \(\sigma = 0.5\)), and “the error messages are helpful” (mean = 6.8, \(\sigma = 0.4\)).

---

2https://www.youtube.com/watch?v=2GqMUiPvidU
4.4.5 Discussion

The study results suggested that APPINITE has good usability, and also that it has adequate performance for generating correct formal executable data description queries from demonstrations and natural language instructions in the sample scenarios. As the next step, We plan to conduct an in-situ field study to evaluate APPINITE’s usage and performance for organic tasks in real-world settings (see Section 7.4).

Participants praised APPINITE’s usefulness and ease of use. A participant reported that he found sample tasks very useful to have done by an intelligent agent. Participants also noted that without APPINITE, it would be almost impossible for end users without programming expertise to create automation scripts for these tasks, and it would also take considerable effort for experienced programmers to do so.

Our results illustrate the effectiveness of combining two input modalities, each with its own different of ambiguities, to more accurately infer user’s intentions in EUD. A major challenge in EUD is that end users are unable to precisely specify their intended behaviors in formal language. Thus, easier-to-use but ambiguous alternative programming techniques like PBD and natural language programming are adopted. Our results suggest that end users can effectively clarify their intentions in a complementary technique with adequate guidance from the system when the initial input was ambiguous. Further research is needed on how users naturally select modalities in multi-modal environments, and on how interfaces can support more fluid transition between modalities.

Another insight from APPINITE is to leverage app GUIs as a shared grounding for EUD. By asking users to describe intentions in natural language referring to GUI contents, APPINITE’s approach constrains the scope of instructions to a limited space, making semantic parsing feasible. Since users are already familiar with app GUIs, they do not have to learn new symbols or mechanisms as in scripting or visual languages. The knowledge graph extraction further provides users with greater expressive power by abstracting higher-level semantics from platform-specific implementations, enabling users to talk about semantic relations for the items such as “the cheapest restaurant” and “the score for Minnesota.”

4.5 Chapter Conclusion

Natural language is a natural and expressive medium for end users to specify their intentions and can provide useful complementary information about user intentions when used in conjunction with other end user development approaches, such as programming by demonstration. This chapter described the new multi-modal APPINITE interface. It combines natural language instructions with demonstrations to provide end users with greater expressive power to create more generalized GUI automation scripts in SUGILITE, while retaining the usability and transparency.
Chapter 5

Learning Task Conditionals and Concepts

5.1 Introduction

Although the core SUGILITE system was effective in supporting end user development for task automation (as discussed in Section 3.5), a major challenge remains — the system needs to help non-programmers to specify conditional structures in programs. Many common tasks involve conditional structures, yet they are difficult for non-programmers to correctly specify using existing EUD techniques due to the great distance between how end users think about the conditional structures, and how they are represented in programming languages [128].

Another problem in programming conditionals is supporting the instruction of concepts. In our study (details in Section 5.2), we found that end users often refer to ambiguous or vague concepts (e.g., cold weather, heavy traffic) when naturally instructing conditionals in a task. Moreover, even if a concept may seem clear to a human, an agent may still not understand it due to the limitations in its natural language understanding techniques and pre-defined ontology.

This chapter will describe our work on enabling end users to augment task automation scripts with conditional structures and new concepts through a combination of natural language programming and programming by demonstration (PBD). We took a user-centered design approach, first studying how end users naturally describe tasks with conditionals in natural language in the context of mobile apps, and what types of tasks they are interested in automating.

Based on insights from the formative study (Section 5.2), we designed and implemented a new multimodal conversational framework for SUGILITE named PUMICE\(^1\) that allows end users to program tasks with flexible conditional structures and new concepts across diverse domains through spoken natural language instructions and demonstrations.

PUMICE extends the SUGILITE [85] system. A key novel aspect of PUMICE’s design is that it allows users to first describe the desired program behaviors and conditional structures naturally in natural language at a high level, and then collaborate with an intelligent agent through multi-turn conversations to explain and to define any ambiguities, concepts and procedures in the initial description as needed in a top-down fashion.

---

\(^1\)PUMICE is a type of volcanic rock. It is also an acronym for Programming in a User-friendly Multimodal Interface through Conversations and Examples

This chapter is modified from the conference paper [89].
Users can explain new concepts by referring to either previously defined concepts, or to the contents of the GUIs of third-party mobile apps. Users can also define new procedures by demonstrating using third-party apps, as described in previous sections. This approach facilitates effective program reuse in automation authoring, and provides support for a wide range of application domains, which are two major challenges in prior EUD systems. The results from the motivating study (Section 5.2) suggest that this paradigm is not only feasible, but also natural for end users, which was supported by our lab usability study (Section 5.4.1).

This work builds upon recent advances in natural language processing (NLP) to allow PUMICE’s semantic parser to learn from users’ flexible verbal expressions when describing desired program behaviors. Through PUMICE’s mixed-initiative conversations with users, an underlying persistent knowledge graph is dynamically updated with new procedural (i.e., actions) and declarative (i.e., concepts and facts) knowledge introduced by users, allowing the semantic parser to improve its understanding of user utterances over time. This structure also allows for effective reuse of user-defined procedures and concepts at a fine granularity, reducing user effort in EUD.

PUMICE presents a multi-modal interface, through which users interact with the system using a combination of demonstrations, pointing, and spoken commands. Users may use any modality that they choose, so they can leverage their prior experience to minimize necessary training [102]. This interface also provides users with guidance through a mix of visual aids and verbal directions through various stages in the process to help users overcome common challenges and pitfalls identified in the formative study, such as the omission of else statements, the difficulty in finding correct GUI objects for defining new concepts, and the confusion in specifying proper data descriptions for target GUI objects. A summative lab usability study (Section 5.4.1) with 10 participants showed that users with little or no prior programming expertise could use PUMICE to program automation scripts for 4 tasks derived from real-world scenarios. Participants also found PUMICE easy and natural to use.

5.2 Formative Study

As with the other parts of the system, we took a user-centered approach [120] for designing a natural end-user development system [121]. We first studied how end users naturally communicate tasks with declarative concepts and control structures in natural language for various tasks in the mobile app context through a formative study on Amazon Mechanical Turk with 58 participants (41 of which are non-programmers; 38 men, 19 women, 1 non-binary person).

Each participant was presented with a graphical description of an everyday task for a conversational agent to complete in the context of mobile apps. All tasks had distinct conditions for a given task so that each task should be performed differently under different conditions, such as playing different genres of music based on the time of the day. Each participant was assigned to one of 9 tasks. To avoid biasing the language used in the responses, we used the Natural Programming Elicitation method [120] by showing graphical representations of the tasks with limited text in the prompts. Participants were asked how they would verbally instruct the agent to perform the tasks, so that the system could understand the differences among the conditions and what to do in each condition. Each participant was first trained using an example scenario and the corresponding example verbal instructions.

To study whether having mobile app GUIs can affect users’ verbal instructions, we randomly assigned participants into one of two groups. For the experimental group, participants instructed agents to perform the tasks while looking at relevant app GUIs. Each participant was presented with a mobile app screenshot
with arrows pointing to the screen component that contained the information pertinent to the task condition. Participants in the control group were not shown app GUIs. At the end of each study session, we also asked the participants to come up with another task scenario of their own where an agent should perform differently in different conditions.

The participants’ responses were analyzed by two independent coders using open coding [144]. The inter-rater agreement $\kappa$ was $0.87$, suggesting good agreement. $19\%$ of responses were excluded from the analysis for quality control due to the lack of efforts in the responses, question misunderstandings, and blank responses.

Here are the most relevant findings which motivated the design of PUMICE.

5.2.1 App GUI Grounding Reduces Unclear Concept Usage

We analyzed whether each user’s verbal instruction for the task provided a clear definition of the conditions in the task. In the control group (instructing without seeing app screenshots), $33\%$ of the participants used ambiguous, unclear or vague concepts in the instructions, such as “If it is daytime, play upbeat music...” which is ambiguous as to when the user considers it to be “daytime.” This is despite the fact that the example instructions they saw had clearly defined conditions.

Interestingly, for the experimental group, where each participant was provided an app screenshot displaying specific information relevant to the task’s condition, fewer participants ($9\%$) used ambiguous or vague concepts (this difference is statistically significant with $p < 0.05$), while the rest clearly defined the condition (e.g., “If the current time is before 7 pm...”). These results suggest that end users naturally use ambiguous and vague concepts when verbally instructing task logic, but showing users relevant mobile app GUIs with concrete instances of the values can help them ground the concepts, leading to fewer ambiguities and vagueness in their descriptions. The implication is that a potentially effective approach to avoiding unclear utterances for agents is to guide users to explain them in the context of app GUIs.

5.2.2 Unmet User Expectation of Common Sense Reasoning

We observed that participants often expected and assumed the agent to have the capability of understanding and reasoning with common sense knowledge when instructing tasks. For example, one user said, “if the day is a weekend”. The agent would therefore need to understand the concept of “weekend” (i.e., how to know today’s day of the week, and what days count as “weekend”) to resolve this condition. Similarly when a user talked about “sunset time”, he expected the agent to know what it meant, and how to find out its value.

However, the capability for common sense knowledge and reasoning is very limited in current agents, especially across many diverse domains, due to the spotty coverage and unreliable inference of existing common sense knowledge systems. Managing user expectation and communicating the agent’s capability is also a long-standing unsolved challenge in building interactive intelligent systems [95]. A feasible workaround is to enable the agent to ask users to ground new concepts to existing contents in apps when they come up, and to build up knowledge of concepts over time through its interaction with users.

5.2.3 Frequent Omission of Else Statements

In the study, despite all provided example responses containing else statements, $18\%$ of the 39 descriptions from users omitted an else statement when it was expected. “Play upbeat music until 8pm every day,” for instance, may imply that the user desires an alternative genre of music to be played at other times.
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5.3.1 **Example Usage Scenario**

This section shows an example scenario to illustrate how PUMICE works. Suppose a user starts teaching SUGILITE agent a new task automation rule through PUMICE interface by saying, “If it’s hot, order a cup of Iced Cappuccino.” We also assume that the agent has no prior knowledge about the relevant task domains (weather and coffee ordering). Due to the lack of domain knowledge, the agent does not understand “it’s hot” and “order a cup of Iced Cappuccino”. However, the agent can recognize the conditional structure in the utterance (the parse for Utterance 0 in Figure 5.1) and can identify that “it’s hot” should represent a Boolean expression while “order a cup of Iced Cappuccino” represents the action to perform if the condition is true.

PUMICE’s semantic parser can mark unknown parts in user utterances using typed *resolve...()* functions, as marked in the yellow highlights in the parse for Utterance 0 in Figure 5.1. It then proceeds...
to ask the user to further explain these concepts. It asks, “How do I tell whether it’s hot?” since it has already figured out that “it’s hot” should be a function that returns a Boolean value. The user answers “It is hot when the temperature is above 85 degrees Fahrenheit.”, as shown in Utterance 2 in Figure 5.1. The system understands the comparison (as shown in the parse for Utterance 2 in Figure 5.1), but does not know the concept of “temperature”, only knowing that it should be a numeric value comparable to 85 degrees Fahrenheit. Hence it asks, “How do I find out the value for temperature?”, to which the user responds, “Let me demonstrate for you.”

Here the user can demonstrate the procedure of finding the current temperature by opening the weather app on the phone, and pointing at the current reading of the weather. To assist the user, PUMICE uses a visualization overlay to highlight any GUI objects on the screen that fit into the comparison (i.e., those that display a value comparable to 85 degrees Fahrenheit). The user can choose from these highlighted objects (see Figure 5.2 for an example). Through this demonstration, PUMICE learns a reusable procedure query_Temperature() for getting the current value for the new concept temperature, and stores it in a persistent knowledge graph so that it can be used in other tasks. PUMICE confirms with the user every time it learns a new concept or a new rule, so that the user is aware of the current state of the system, and can correct any errors.

For the next phase, PUMICE has already determined that “order a cup of Iced Cappuccino” should be an action triggered when the condition “it’s hot” is true, but does not know how to perform this action (also known as intent fulfillment in chatbots [90]). To learn how to perform this action, it asks, “How do I order a cup of Iced Cappuccino?”, to which the user responds, “I can demonstrate.” The user then proceeds to demonstrate the procedure of ordering a cup of Iced Cappuccino using the existing app for Starbucks (a coffee chain). From the user demonstration, PUMICE can figure out that “Iced Cappuccino” is a task parameter, and can learn the generalized procedure order_Starbucks() for ordering any item displayed in the Starbucks app, as well as a list of available items to order in the Starbucks app by looking through the Starbucks app’s menus, using the underlying SUGILITE framework (see Sections 3.4 and 4.3.3) for processing the task recording.

Finally, PUMICE asks the user about the else condition by saying, “What should I do if it’s not hot?” Suppose the user says “Order a cup of Hot Latte,” then the user will not need to demonstrate again, because PUMICE can recognize “Hot Latte” as an available parameter option for the previously learned order_Starbucks() procedure.

### 5.3.2 Design Features

In this section, we discuss several of PUMICE’s key design features in its user interactions, and how they were motivated by results of the formative study.

**Support for Concept Learning**

In the formative study, we identified two main challenges with regard to concept learning. First, user often naturally use intrinsically unclear or ambiguous concepts when instructing intelligent agents (e.g., “register for easy courses”, where the definition of “easy” depends on the context and the user’s preference). Second, users expect agents to understand common-sense concepts that the agents may not know. To address these challenges, we designed and implemented the support for concept learning in PUMICE. PUMICE can detect and learn three kinds of unknown components in user utterances: procedures, Boolean concepts, and
value concepts. Because PUMICE’s support for procedure learning is unchanged from the underlying SUGILITE mechanisms (see Sections [3.4]and [4.3.3]), in this section, we focus on discussing how PUMICE learns Boolean concepts and value concepts.

When encountering an unknown or unclear concept in the utterance parsing result, PUMICE first determines the concept type based on the context. If the concept is used as a condition (e.g., “if it is hot”), then it should be of Boolean type. Similarly, if a concept is used where a value is expected (e.g., “if the current temperature is above 70°F” or “set the AC to the current temperature”), then it will be marked as a value concept. Both kinds of concepts are represented as typed resolve() functions in the parsing result (shown in Figure [5.1]), indicating that they need to be further resolved down the line. This process is flexible. For example, if the user clearly defines a condition without introducing unknown or unclear concepts, then PUMICE will not need to ask follow-up questions for concept resolution. This process uses a lazy-evaluation strategy, where the system waits for all unknown or unclear concepts to be defined before evaluating the expressions.

PUMICE recursively executes each resolve() function in the parsing result in a depth-first fashion. After a concept is fully resolved (i.e., all concepts used for defining it have been resolved), it is added to a persistent knowledge graph (details in Section [5.4.2]), and a link to it replaces the resolve() function. From the user’s perspective, when a resolve() function is executed, the agent asks a question to prompt the user to further explain the concept. When resolving a Boolean concept, PUMICE asks, “How do I know whether [concept_name]?” For resolving a value concept, PUMICE asks, “How do I find out the value of [concept_name]?”

To explain a new Boolean concept, the user may verbally refer to another Boolean concept (e.g., “traffic is heavy” means “commute takes a long time”) or may describe a Boolean expression (e.g., “the commute time is longer than 30 minutes”). When describing the Boolean expression, the user can use flexible words (e.g., colder, further, more expensive) to describe the relation (i.e., greater than, less than, and equal to). As explained previously, if any new Boolean or value concepts are used in the explanation, PUMICE will recursively resolve them. The user can also use more than one unknown value concepts, such as “if the price of a Uber is greater than the price of a Lyft” (Uber and Lyft are both popular ridesharing apps).

Similar to Boolean concepts, the user can refer to another value concept when explaining a value concept. When a value concept is concrete and available in a mobile app, the user can also demonstrate how to query the value through app GUIs. The formative study has suggested that this multi-modal approach is effective and feasible for end users. After users indicate that they want to demonstrate, PUMICE switches to the home screen of the phone, and prompts the user to demonstrate how to find out the value of the concept.

To help the user with value concept demonstrations, PUMICE highlights possible items on the current app GUI if the type of the target concept can be inferred from the type of the constant value, or using the type of value concept to which it is being compared (see Figure [5.2]). For example, in the aforementioned “commute time” example, PUMICE knows that “commute time” should be a duration, because it is comparable to the constant value “30 minutes”. Once the user finds the target value in an app, they can long press on the target value to select it and indicate it as the target value. PUMICE uses an interaction proxy overlay [158] for recording, so that it can record all values visible on the screen, not limited to the selectable or clickable ones. PUMICE can extract these values from the GUI using the screen scraping mechanism. Once the target value is selected, PUMICE stores the procedure of navigating to the screen where the target value is displayed and finding the target value on the screen into its persistent knowledge graph as a value query, so that this query can be used whenever the underlying value is needed. After the value concept demonstration,
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Figure 5.2: The user teaches the value concept “commute time” by demonstrating querying the value in Google Maps. The red overlays highlight all durations PUMICE was able to identify on the Google Maps GUI.

PUMICE switches back to the conversational interface and continues to resolve the next concept if needed.

Concept Generalization and Reuse

Once concepts are learned, another major challenge is to generalize them so that they can be reused correctly in different contexts and task domains. This is a key design goal of PUMICE. It should be able to learn concepts at a fine granularity, and reuse parts of existing concepts as much as possible to avoid asking users to make redundant demonstrations. In the previous chapters, we focused on generalizing procedures, specifically learning parameters (Section 3.3.2) and intents for underlying operations (Chapter 4). In PUMICE, we explored the generalization of Boolean concepts and value concepts.

When generalizing Boolean concepts, PUMICE assumes that the Boolean operation stays the same, but the arguments may differ. For example, for the concept “hot” in Figure 5.1, it should still mean that a temperature (of something) is greater than another temperature. But the two in comparison can be different constants, or from different value queries. For example, suppose after the interactions in Figure 5.1, the user instructs a new rule “if the oven is hot, start the cook timer.” PUMICE can recognize that “hot” is a concept that has been instructed before in a different context, so it asks “I already know how to tell whether it is hot when determining whether to order a cup of Iced Cappuccino. Is it the same here when determining whether to start the cook timer?” After responding “No”, the user can instruct how to find out the temperature of the oven, and the new threshold value for the condition “hot” either by instructing a new value concept, or using a constant value.

The generalization mechanism for value concepts works similarly. PUMICE supports value concepts that share the same name to have different query implementations for different task contexts. For example,
following the “if the oven is hot, start the cook timer” example, suppose the user defines “hot” for this new context as “The temperature is above 400 degrees.” PUMICE realizes that there is already a value concept named “temperature”, so it will ask “I already know how to find out the value for temperature using the Weather app. Should I use that for determining whether the oven is hot?”, to which the user can say “No” and then demonstrate querying the temperature of the oven using the corresponding app (assuming the user has a smart oven with an in-app display of its temperature).

This mechanism allows concepts like “hot” to be reused at three different levels: (i) exactly the same (e.g., the temperature of the weather is greater than 85°F); (ii) with a different threshold (e.g., the temperature of the weather is greater than \( x \)); and (iii) with a different value query (e.g., the temperature of something else is greater than \( x \)).

Error Recovery and Backtracking

Like all other interactive EUD systems, it is crucial for PUMICE to properly handle errors, and to backtrack from errors in speech recognition, semantic parsing, generalizations, and inferences of intent. We iteratively tested early prototypes of PUMICE with users through early usability testing, and developed the following mechanisms to support error recovery and backtracking in PUMICE.

To mitigate semantic parsing errors, we implemented a mixed-initiative mechanism where PUMICE can ask users about components within the parsed expression if the parsing result is considered incorrect by the user. Because parsing result candidates are all typed expressions in PUMICE’s internal functional domain-specific language (DSL) as a conditional, Boolean, value, or procedure, PUMICE can identify components in a parsing result that it is less confident about by comparing the top candidate with the alternatives and confidence scores, and ask the user about them.

For example, suppose the user defines a Boolean concept “good restaurant” with the utterance “the rating is better than 2”. The parser is uncertain about the comparison operator in this Boolean expression, since “better” can mean either “greater than” or “less than” depending on the context. It will ask the user “I understand you are trying to compare the value concept ‘rating’ and the value ‘2’, should ‘rating’ be greater than, or less than ‘2’?”. The same technique can also be used to disambiguate other parts of the parsing results, such as the argument of resolve() functions (e.g., determining whether the unknown procedure should be “order a cup of Iced Cappuccino” or “order a cup” for Utterance 0 in Figure 5.1).

PUMICE also provides an “undo” function to allow the user to backtrack to a previous conversational state in case of incorrect speech recognition, incorrect generalization, or when the user wants to modify a previous input. Users can either say that they want to go back to the previous state, or click on an “undo” option in PUMICE’s menu (this option can be activated from the option icon on the top right corner on the screen shown in Figure 5.1).

For future work, we also plan to address other kinds of errors such as speech recognition errors, intent recognition errors, and entity resolution errors (see Section 7.2).

5.4 System Implementation

5.4.1 Semantic Parsing

We extended the semantic parser for PUMICE from the APPINITE parser (see Section 4.3.2) using the SEMPRE framework [12] to support the new lazy-evaluation top-down conversational framework for handling
unknown concepts. The parser runs on a remote Linux server, and communicates with the PUMICE client through an HTTP RESTful interface. It uses the Floating Parser architecture, which is a grammar-based approach that provides more flexibility without requiring hand-engineering of lexicalized rules like synchronous CFG or CCG based semantic parsers \[129\]. This approach also provides more interpretable results and requires less training data than neural network approaches (e.g., \[156,157\]). The parser parses user utterances into expressions in a simple functional DSL we created for PUMICE.

A key feature we added to PUMICE’s parser is allowing typed \texttt{resolve()} functions in the parsing results to indicate unknown or unclear concepts and procedures. This feature adds interactivity to the traditional semantic parsing process. When this \texttt{resolve()} function is called at runtime, the front-end PUMICE agent asks the user to verbally explain, or to demonstrate how to fulfill this \texttt{resolve()} function. If an unknown concept or procedure is resolved through verbal explanation, the parser can parse the new explanation into an expression of its original type in the target DSL (e.g., an explanation for a Boolean concept is parsed into a Boolean expression), and replace the original \texttt{resolve()} function with the new expression.

The parser also adds relevant utterances for existing concepts and procedures, and visible text labels from demonstrations on third-party app GUIs to its set of lexicons, so that it can understand user references to those existing knowledge and in-app contents. PUMICE’s parser was trained on rich features that associate lexical and syntactic patterns (e.g., unigrams, bigrams, skipgrams, part-of-speech tags, named entity tags) of user utterances with semantics and structures of the target DSL over a small number of training data \((n = 905)\) that were mostly collected and enriched from the formative study.

5.4.2 Knowledge Representations

PUMICE maintains two kinds of knowledge representations: a continuously refreshing UI snapshot graph representing third-party app contexts for demonstration, and a persistent knowledge base for storing learned procedures and concepts.

The purpose of the UI snapshot graph is to support understanding the user’s references to app GUI contents in their verbal instructions. The UI snapshot graph mechanism used in PUMICE was extended from APPINITE (see Section \[4.3.1\]). For every state of an app’s GUI, a UI snapshot graph is constructed to represent \textit{all} visible and invisible GUI objects on the screen, including their types, positions, accessibility labels, text labels, various properties, and spatial relations among them. We used a lightweight semantic parser from the Stanford CoreNLP \[105\] to extract types of structured data (e.g., temperature, time, date, phone number) and named entities (e.g., city names, people’s names). When handling the user’s references to app GUI contents, PUMICE parses the original utterances into queries over the current UI snapshot graph (example in Figure \[5.3\]). This approach allows PUMICE to generate flexible queries for value concepts and procedures that accurately reflect user intents, and which can be reliably executed in future contexts.

The persistent knowledge base is an add-on to the original SUGILITE system. It stores all procedures, concepts, and facts PUMICE has learned from the user. Procedures are stored as SUGILITE scripts, with the corresponding trigger utterances, parameters, and possible alternatives for each parameter. Each Boolean concept is represented as a set of trigger utterances, Boolean expressions with references to the value concepts or constants involved, and contexts (i.e., the apps and actions used) for each Boolean expression. Similarly, the structure for each stored value concept includes its triggering utterances, demonstrated value queries for extracting target values from app GUIs, and contexts for each value query.
5.5 User Study

We conducted a lab study to evaluate the usability of PUMICE. In each session, a user completed 4 tasks. For each task, the user instructed PUMICE to create a new task automation, with the required conditionals and new concepts. We used a task-based method to specifically test the usability of PUMICE’s design, since the motivation for the design derives from the formative study results. We did not use a control condition, as we could not find other tools that can feasibly support users with little programming expertise to complete the target tasks.

5.5.1 Participants

We recruited 10 participants (5 women, 5 men, ages 19 to 35) for this study. Each study session lasted 40 to 60 minutes. We compensated each participant $15 for their time. 6 participants were students in two local universities, and the other 4 worked different technical, administrative or managerial jobs. All participants were experienced smartphone users who had been using smartphones for at least 3 years. 8 out of 10 participants had some prior experience of interacting with conversational agents like Siri, Alexa and Google Assistant.

We asked the participants to report their programming experience on a five-point scale from “never programmed” to “experienced programmer”. Among our participants, there were 1 who had never programmed, 5 who had only used end-user programming tools (e.g., Excel functions, Office macros), 1 novice programmer with experience equivalent to 1-2 college level programming classes, 1 programmer with 1-2 years of experience, and 2 programmers with more than 3 years of experience. In our analysis, we will label the first two groups “non-programmers” and the last three groups “programmers”.

5.5.2 Procedure

At the beginning of each session, the participant received a 5-minute tutorial on how to use PUMICE. In the tutorial, the experimenter demonstrated an example of teaching PUMICE to check the bus schedule when “it is late”, and “late” was defined as “current time is after 8pm” through a conversation with PUMICE. The
experiment then showed how to demonstrate to PUMICE finding out the current time using the Clock app. Following the tutorial, the participant was provided a Google Pixel 2 phone with PUMICE and relevant third-party apps installed. The experimenter showed the participant the available apps, and made sure that the participant understood the functionality of each third-party app. We did this because the underlying assumption of the study (and the design of PUMICE) is that users are familiar with the third-party apps, so we are testing whether they can successfully use PUMICE, not the apps. Then, the participant received 4 tasks in random order. We asked participants to keep trying until they were able to correctly execute the automation, and that they were happy with the resulting actions of the agent. We also checked the scripts at the end of each study session to evaluate their correctness.

After completing the tasks, the participant filled out a post-survey to report the perceived usefulness, ease of use and naturalness of interactions with PUMICE. We ended each session with a short informal interview with the participant on their experiences with PUMICE.

5.5.3 Tasks

We assigned 4 tasks to each participant. These tasks were designed by combining common themes observed in users’ proposed scenarios from the formative study. We ensured that these tasks (i) covered key PUMICE features (i.e., concept learning, value query demonstration, procedure demonstration, concept generalization, procedure generalization and “else” condition handling); (ii) involved only app interfaces that most users are familiar with; and (iii) used conditions that we can control so we can test the correctness of the scripts (we controlled the temperature, the traffic conditions, and the room price by manipulating the GPS location of the phone).

In order to minimize biasing users’ utterances, we used the Natural Programming Elicitation method. Task descriptions were provided in the form of graphics, with minimal text descriptions that could not be directly used in user instructions (see Figure 5.4 for an example).
Task 1  In this task, the user instructs PUMICE to order iced coffee when the weather is hot, and order hot coffee otherwise (Figure 5.4). We pre-taught PUMICE the concept of “hot” in the task domain of turning on the air conditioner. So the user needs to utilize the concept generalization feature to generalize the existing concept “hot” to the new domain of coffee ordering. The user also needs to demonstrate ordering iced coffee using the Starbucks app, and to provide “order hot coffee” as the alternative for the “else” operation. The user does not need to demonstrate again for ordering hot coffee, as it can be automatically generalized from the previous demonstration of ordering iced coffee.

Task 2  In this task, the user instructs PUMICE to set an alarm for 7am if the traffic is heavy on their commuting route. We pre-stored “home” and “work” locations in Google Maps. The user needs to define “heavy traffic” as prompted by PUMICE by demonstrating how to find out the estimated commute time, and explaining that “heavy traffic” means that the commute takes more than 30 minutes. The user then needs to demonstrate setting a 7am alarm using the built-in Clock app.

Task 3  In this task, the user instructs PUMICE to choose between making a hotel reservation and requesting a Uber to go home depending on whether the hotel price is cheap. The user should verbally define “cheap” as “room price is below $100”, and demonstrate how to find out the hotel price using the Marriott (a hotel chain) app. The user also needs to demonstrate making the hotel reservation using the Marriott app, specify “request an Uber” as the action for the “else” condition, and demonstrate how to request an Uber using the Uber app.

Task 4  In this task, the user instructs PUMICE to order a pepperoni pizza if there is enough money left in the food budget. The user needs to define the concept of “enough budget”, demonstrate finding out the balance of the budget using the Spending Tracker app, and demonstrate ordering a pepperoni pizza using the Papa Johns (a pizza chain) app.
5.5.4 Results

All participants were able to complete all 4 tasks. The total time for tasks ranged from 19.4 minutes to 25 minutes for the 10 participants. Figure 5.5 shows the overall average task completion time of each task, as well as the comparison between the non-programmers and the programmers. The average total time-on-task for programmers (22.12 minutes, SD=2.40) was slightly shorter than that for non-programmers (23.06 minutes, SD=1.57), but the difference was not statistically significant.

Most of the issues encountered by participants were actually from the Google Cloud speech recognition system used in PUMICE. It would sometimes misrecognize the user’s voice input, or cut off the user early. These errors were handled by the participants using the “undo” feature in PUMICE. Some participants also had parsing errors. PUMICE’s current semantic parser has limited capabilities in understanding references of pronouns (e.g., for an utterance “it takes longer than 30 minutes to get to work”, the parser would recognize it as “it” instead of “the time it takes to get to work” is greater than 30 minutes). Those errors were also handled by participants through undoing and rephrasing. One participant ran into the “confusion of Boolean operator” problem in Task 2 when she used the phrase “commute [time is] worse than 30 minutes”, for which the parser initially recognized incorrectly as “commute is less than 30 minutes.” She was able to correct this error by specifying that she meant “greater than” for the word “worse” using the error recovery mechanism discussed in Section 5.3.2.

Overall, no participant had major problems with the multi-modal interaction approach and the top-down recursive concept resolution conversational structure, which was encouraging. However, all participants had received a tutorial with an example task demonstrated. We also emphasized in the tutorial that they should try to use concepts that can be found in mobile apps in their explanations of new concepts. These factors might contributed to the successes of our participants.

In a post survey, we asked our participants to rate statements about the usability, naturalness, and usefulness of PUMICE on a 7-point Likert scale ranging from “strongly disagree” to “strongly agree”. PUMICE scored on average 6.2 on “I feel PUMICE is easy to use”, 6.1 on “I find my interactions with PUMICE natural”, and 6.9 on “I think PUMICE is a useful tool for automating tasks on smartphones.”. The results indicated that our participants were generally satisfied with their experience using PUMICE.

5.5.5 Discussion

In the informal interview after completing the tasks, participants praised PUMICE for its naturalness and low learning barriers. Non-programmers were particularly impressed by the multi-modal interface. For example, P7 (who was a non-programmer) said: “Teaching PUMICE feels similar to explaining tasks to another person...[Pumice’s] support for demonstration is very easy to use since I’m already familiar with how to use those apps.” Participants also considered PUMICE’s top-down interactive concept resolution approach very useful, as it does not require them to define everything clearly upfront.

Participants were excited about the usefulness of PUMICE. P6 said, “I have an Alexa assistant at home, but I only use them for tasks like playing music and setting alarms. I tried some more complicated commands before, but they all failed. If it had the capability of PUMICE, I would definitely use it to teach Alexa more tasks.” They also proposed many usage scenarios based on their own needs in the interview, such as paying off credit card balance early when it has reached a certain amount, automatically closing background apps when the available phone memory is low, monitoring promotions for gifts saved in the wish list when approaching anniversaries, and setting reminders for events in mobile games.
Several concerns were also raised by our participants. P4 commented that PUMICE should “just know” how to find out weather conditions without requiring her to teach it since “all other bots know how to do it”, indicating the need for a hybrid approach that combines EUD with pre-programmed common functionalities. P5 said that teaching the agent could be too time-consuming unless the task was very repetitive since he could just “do it with 5 taps.” Several users also expressed privacy concerns after learning that PUMICE can see all screen contents during demonstrations, while one user, on the other hand, suggested having PUMICE observe him at all times so that it can learn things in the background.

5.6 Chapter Conclusion

This chapter presented PUMICE, a new multi-modal conversational framework for SUGILITE that allows it to learn task conditionals and relevant concepts from conversational natural language instructions and demonstrations. The design of PUMICE showcased the idea of using multi-modal interactions to support the learning of unknown, ambiguous or vague concepts in users’ verbal commands, which was shown to be common in the formative study.

In PUMICE’s approach, users can explain abstract concepts in task conditions using more concrete smaller concepts, and ground them by demonstrating with third-party mobile apps. More broadly, this work demonstrates how combining conversational interfaces and demonstrational interfaces can create easy-to-use and natural end user development experiences.
Chapter 6

Application in Smart Home Scenarios

6.1 Introduction

In the recent years, the rapid growth of Internet of Things (IoT) has surrounded users with various smart appliances, sensors and devices. Through their connections, these smart objects can understand and react to their environment, enabling novel computing applications [135]. A past study has shown that users have highly diverse and personalized desired behaviors for their smart home automation, and, as a result, they need end-user tools to enable them to program their environment [148]. Especially with the growing number of devices, the complexity of the systems, and their importance in everyday life, it is increasingly important to enable end users to create the programs themselves for those devices to achieve the desired user experience [111, 138].

Many manufacturers of smart devices have provided their customers with tools for creating their own automations. For example, LG has the SmartThinQ app, where the user can author schedules and rules for their supported LG smart appliances such as fridges, washers and ovens. Similar software is also provided by companies like Samsung (SmartThings), Home Depot (Wink) and WeMo. However, a major limitation for all of these is the lack of interoperability and compatibility with devices from other manufacturers. They all only support the limited set of devices manufactured by their own companies or their partners. Therefore, users are restricted to creating automation using devices within the same “ecosystem” and are unable to, for instance, create an automation to adjust the setting of an LG air conditioner based on the reading from a Samsung sensor.

Some platforms partially address this problem. For example, IFTTT\footnote{https://ifttt.com/} is a popular service that enables end users to program in the form of “if trigger, then action” for hundreds of popular web services, apps, and IoT devices. With the help of IFTTT, the user can create automations across supported devices like a GE dishwasher, a WeMo coffeemaker and a Fitbit fitness tracker. However, the applicability of IFTTT is still limited to devices and services offered by its partners, or those that provide open APIs which can connect to IFTTT. Even for the supported devices and services, often only a subset of the most commonly used functions is made available due to the required engineering effort. Other platforms like Apple HomeKit and Google Home also suffer from the same limitations. Because of the lack of a standard interface or a standard...
6.2. EPI DOSITE’s Advantages

EPI DOSITE’s approach has the following three major advantages:

- **Compatibility**: Unlike other EUD tools for consumer IoT devices, which can only support programming devices from the same company, within the same ecosystem, or which provide open access to their APIs, EPI DOSITE can support programming for most of the available consumer IoT devices if they provide Android apps for remote control. For selected phones with IR blasters (e.g., LG G5, Samsung Galaxy S6, HTC One) and the corresponding IR remote apps, EPI DOSITE can even control “non-smart” appliances such as TVs, DVRs, home theaters and air conditioners that support IR remote control (but this obviously only works when the phone is aimed at the device).

- **Interoperability**: EPI DOSITE can support creating automation across multiple IoT devices, even if they are from different manufacturers. Besides IoT devices, EPI DOSITE can also support the incorporation of arbitrary third-party mobile apps and hundreds of external web services into the scripts. The exchange of information between devices is also supported by demonstration. The user can extract values of the readings and status of IoT devices using gestures on one mobile app, and use the values later as input for other apps. This approach addresses the challenge of supporting impromptu interoperability \[42\], a vision that devices acquired at different times, from different vendors and created under different design constraints and considerations should interconnect with no advance planning or implementation.

- **Usability**: We believe that EPI DOSITE should be easy to use, even for end users with little or no prior programming experience. Since the users are already familiar with how to use the mobile apps to monitor and to control IoT devices, EPI DOSITE minimizes the learning barrier by enabling users to...
6.3. Example Usage Scenario

In this section, we use an example scenario to illustrate the procedure of creating an automation script with EPIDOSITE. For the scenario, we will create a script that turns on the TV set top box and turns off the light when someone enters the TV room. We will use a Verizon TV set-top box, a Philips Hue Go light and a D-Link DCH-S150 Wi-Fi motion sensor in this script. To our best knowledge, there exists no other EUD solution that can support all the above three devices.

First, the user starts EPIDOSITE (Figure 6.1.), creates a new script and gives it a name. The phone then switches back to the home screen, and prompts the user to start demonstrating. The user now starts demonstrating how to turn off the light using the Philips Hue app — tapping on the Philips Hue icon on the home screen, choosing “Living Room”, clicking on the “SCENES” tab, and selecting “OFF”, which are the exactly same steps as when the user turns off the light manually using the same app. After each action, the user can see a confirmation dialog from EPIDOSITE (Figure 6.1b). Running in the background as an Android accessibility service, EPIDOSITE can automatically detect the user’s action and determine the features to use to identify the element using a set of heuristics, but the user can also manually edit the details.

Figure 6.1: Screenshots of EPIDOSITE: (a) the main screen of EPIDOSITE showing a list of available scripts; (b) the confirmation dialog for an operation; (c) the data description editing panel for one operation. Note that in the latest version, the data description editing panel (c) has been replaced with APPINITE (see Chapter 4).

use those familiar app interfaces to develop automations by demonstrating the procedures to control the IoT devices to perform the desired behaviors. A major advantage of PBD is that it can empower users while minimizing learning of programming concepts [33, 93]. The evaluation of the core SUGILITE system (see Section 3.5) has shown that most end users can successfully automate their tasks by demonstration using mobile apps on smartphones.
of each recorded action in an editing panel (Figure 6.1a). Figure 6.2a shows the textual representation of the EPIDOSITE script created for turning off the light. Next, the user demonstrates turning on the TV set-top box using the SURE Universal Remote app on the phone (or other IR remote apps that support the Verizon TV set-top box), and EPIDOSITE records the procedure for that as well.

The user ends the demonstration recording and goes back to the EPIDOSITE app. She then clicks on the menu, and chooses “Add a Script Trigger”. In the pop-up window (Figure 6.2b), she gives the trigger a name, selects “Notification” as the type of the trigger, specifies “mydlink Home” (the mobile app for the D-Link motion sensor) as the source app, chooses the script she just created as the script to trigger, enters “Motion detected by TV room” as the activation string, and finally, clicks on “OK” to save the trigger. This trigger will execute the script every time that the “mydlink Home” app sends a notification that contains the string “Motion detected by TV room”.

The steps shown above are the whole process to create this automation. Once the trigger is enabled, the background Android accessibility service waits for the activation of the trigger. When the motion sensor detects a motion, an Android notification is generated and displayed by the mydlink Home app. Then EPIDOSITE intercepts this notification, activates the trigger, executes the script, and manipulates the UI of the Philips Hue app and the SURE Universal Remote app to turn off the lights and to turn on the TV set-top box.
6.4 EPIDOSITE’s Key Features

6.4.1 Notification and App Launch Triggers

The most common context-aware applications in the smart home are naturally described using rule-based conditions in the model of trigger-action programming, where a trigger describes a condition, an event or a scenario, and an action specifies the desired behavior when its associated trigger is activated [37,148]. In EPIDOSITE, scripts can be triggered by the content of Android notifications, or as a result of the launch of a specified app on the phone.

EPIDOSITE keeps a background Android accessibility service running at all times. Through the Android accessibility API, the service intercepts system notifications and app launches. If the content of a new notification contains the activation string of a stored notification trigger (as shown in the example usage scenario), or an app associated with an app launch trigger has just launched, the corresponding automation script for the trigger will be executed. Figure 6.2 shows the interface with which the user can create an automation that turns off the light when the YouTube app launches, after first creating the “Turn off the living room light” script by demonstration.

These features allow scripts to be triggered not only by mobile apps for IoT devices, as shown in the example usage scenario, but also by other third-party Android apps. Prior research has shown that the usage of smartphone apps is highly contextual [22,68] and also varies [159] for different groups of users. By allowing the launching of apps and the notifications from apps to trigger IoT scripts, the user can create highly context-aware automation with EPIDOSITE, for example, to change the color of the ambient lighting when the Music Player is launched, to adjust the thermostat when the Sleep Monitor app is launched, or even to warm up the car when the Alarm app rings (and sends the notification) on winter mornings.

Using the above two types of triggers, along with the external service trigger introduced in the next section, user-demonstrated scripts for smartphone apps can also be triggered by readings and status of IoT sensors and devices.

6.4.2 External Service Triggers

To expand the capabilities of EPIDOSITE to leverage all of the available resources, we implemented an optional server application that allows EPIDOSITE to integrate with the popular automation service IFTTT. Through this integration, an EPIDOSITE script can be triggered by over 360 web services supported by IFTTT, including social networks (e.g., Facebook, Twitter), news (e.g., ESPN, Feedly), email, calendar management, weather and supported devices like smart hubs (e.g., Google Home, Amazon Echo), smart appliances, fitness trackers, home monitors, and smart speakers. An EPIDOSITE script can also be used to trigger actions for IFTTT-supported services. Figure 6.3 shows the overall architecture for supporting external service triggers, consisting of the client side, the server side, the IFTTT service and how they communicate.

An IFTTT applet consists of two parts: a trigger and an action, in which either part can be an EPIDOSITE script. If an EPIDOSITE script is used as the trigger, then an HTTP request will be sent out to IFTTT via the EPIDOSITE server to execute the corresponding IFTTT action when the trigger is activated. Similarly, if an EPIDOSITE script is used as the action, then it will be executed on the corresponding client smartphone upon

---

3The notification-based and app launch-based trigger mechanisms have not been integrated with the app interface-based conditional mechanism described in Chapter.

---
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6.4. **EPIDOSITE’s Key Features**

**Figure 6.3:** The architecture of EPIDOSITE’s external service trigger mechanism.

**Figure 6.4:** Creating an IFTTT applet that triggers an EPIDOSITE script: (a) creating the trigger condition sleep duration below 6 hours using the Fitbit activity tracker; (b) creating the action of running the EPIDOSITE script coffeemachine using the URL generated by EPIDOSITE; (c) the IFTTT applet created.
6.4. **EPIDOSITE’s Key Features**

The client application receiving a Google Cloud Messaging (GCM) message sent by the EPIDOSITE server when the associated IFTTT trigger is activated. The EPIDOSITE server communicates with IFTTT through the IFTTT Maker channel, which can receive and make RESTful HTTP web requests. The EPIDOSITE server side application is also highly scalable and can handle multiple clients at the same time.

To create an IFTTT triggered script, the user first creates an EPIDOSITE script for the “action” part by demonstration, where the user records the procedure of performing the desired task by manipulating the phone apps. Then, the user goes to IFTTT, chooses “New Applet,” and chooses a trigger for the script. After this, the user chooses the Maker channel as the action. For the address for the web request, the EPIDOSITE app on the phone will automatically generate a URL which the user can just paste into this field. The auto-generated URL is in the format of:

\[
\text{http://[SERVER\_ADDRESS]/client=[CLIENT\_NAME]\&scriptname=[SCRIPT\_NAME]}
\]

where [SERVER\_ADDRESS] is the address of the EPIDOSITE server, [CLIENT\_NAME] is the name of the EPIDOSITE client (which by default is the combination of the phone owner’s name and the phone model. e.g., “Amy’s Nexus 6”) and [SCRIPT\_NAME] is the name of the EPIDOSITE script to trigger. The user can just paste this URL into the IFTTT field (see Figure 6.4).

The procedure to create an EPIDOSITE-triggered IFTTT applet is similar, except that the user needs to add “trigger an IFTTT applet” as an operation when demonstrating the EPIDOSITE script, and then use the Maker channel as the trigger.
6.4.3 Cross-app Interoperability

Interoperability among IoT devices has been an long-time important challenge [42]. Sharing data across devices from different “ecosystems” often requires the user to manually setup the connection using techniques like HTTP requests, which require carefully planning and extensive technical expertise [36]. Middleware like [16,49,71,141] supports IoT interoperation and provides a high-level representation model for common IoT devices, but these also require the user to have sophisticated programming skills.

EPIDOSITE supports the user in extracting the value of a TextView object in the user interface of the app by using a gesture during the demonstration, storing the value in a variables and then using the values saved in these variables later in the script. All the user needs to do to save a value is to click on the “Get a Text Element on the Screen” option from the recording menu while demonstrating, circle the desired element on the screen using a finger gesture (the yellow stroke shown in Figure 6.5), and select the element in a pop-up menu (see Figure 6.5). Later, when the user needs to enter a string in a script, the user can instead choose to use the value from a previously created variable.

When a script that contains a value extraction operation is executed, EPIDOSITE will automatically navigate as demonstrated to the user interface where the desired value is located, and then dynamically extract the value using the appropriate data description query (see Chapter 4). This approach does not require the involved app to have any API or other data export mechanism. As long as the desired value is displayed as a text string in the app, the value can be extracted and used in other parts of the script.

6.5 System Implementation and Technical Limitations

The client component of EPIDOSITE is an Android app extension to the base version of SUGILITE (see Chapter 3). The client component is standalone. There is also an optional server application available for supporting automation triggered by external web services through IFTTT. The server application is implemented in Java with Jersey and Grizzly.

On top of the base version of SUGILITE, EPIDOSITE added new features and mechanisms to support the programming of IoT devices in the smart home setting, including new ways for triggering scripts, new ways for scripts to trigger external services and devices, and new mechanisms for sharing information among devices. To better meet the needs of developing for IoT devices, EPIDOSITE also supported programming for different devices in separated subscripts, and reusing the subscripts in new scripts. For example, the user can demonstrate the two scripts for “turning off the light” and “turning on the TV”, and then create a new script of “if ..., turn off the light and turn on the TV”) without having to demonstrate the procedures for performing the two tasks again.

The current version of EPIDOSITE has several technical limitations. First, for executing an automation, the phone must be powered on and concurrently connected to all the devices involved in the automation. If the phone is powered off, or disconnected from the involved IoT devices, the automation will fail to execute. This limitation will particularly affect EPIDOSITE’s applicability for devices that are connected to the phone via a local network or through a short-range wireless communication technology (e.g., Bluetooth, ZigBee, IR), since with these devices, the phone is restricted to be connected to the local network, or physically within range of the wireless connection for the automation to work. Second, EPIDOSITE automations need

4https://jersey.java.net/
5https://grizzly.java.net/
to run in the foreground on the main UI thread of the phone. Thus, if an automation is triggered when the
user is actively operating the phone at the same time (e.g., if the user is on a phone call), then the user’s
interaction with the phone will be interrupted. The automation execution may also fail if it is interrupted by
a phone event (e.g., an incoming phone call) or by the user’s action.

For the above limitations, an approach is to use a separate phone as the hub for IoT automation, and to
run EPIDOSITE on that phone instead of using the user’s primary smartphone. By doing this, the separate
phone can be consistently plugged in and stay connected with the IoT devices to ensure that the automations
can be triggered and executed properly. Currently, a compatible Android phone can be purchased for less
than $50, which makes this approach affordable.

6.6 Chapter Conclusion

In this chapter, we described EPIDOSITE, a SUGILITE extension that makes it possible for end users to create
automations for consumer IoT devices on their smartphones. It supports programming across multiple IoT
devices and exchanging information among them without requiring the devices to be of the same brand or
within the same “ecosystem”. The programming by demonstration approach minimizes the necessity to
learn programming concepts. EPIDOSITE also supports using arbitrary third-party Android mobile apps and
hundreds of available web services in the scripts to create highly context-aware and responsive automation.
Chapter 7

Proposed Work

In our work thus far, we have designed and developed various mechanisms, interfaces, and techniques to better support end users to extend, customize, and appropriate intelligent agents for their own app-based computing tasks. In particular, the systems have made contributions on the usability, applicability, generalizability, and flexibility of end user development for task automation. These components have been consolidated in an integrated prototype of the SUGILITE system, with which we have conducted several lab usability studies.

The shared theme of my proposed work is to make SUGILITE more robust, practical, and powerful. At the end, I also plan to deploy it with a group of actual users in the field. Specifically, I plan to (i) improve SUGILITE’s robustness by boosting its support for understanding verbal instructions with diverse and flexible structures, expressions, and styles, (ii) design new interfaces for supporting effective error handling in the user’s interaction with SUGILITE, (iii) address privacy concerns in sharing SUGILITE scripts by developing a new approach for identifying and obfuscating private personal information embedded in end-user-developed PBD scripts, and (iv) deploy SUGILITE with a group of actual users in the field, from which we can study the usage of SUGILITE in real contexts, as well as evaluate its usefulness in real-life scenarios.

7.1 Understanding Diverse and Flexible Verbal Instructions

In its current prototype, SUGILITE has limited accuracy for understanding diverse and flexible verbal instructions. In the previous lab usability studies, it sometimes misunderstood user utterances with different vocabulary, expressions, or syntax. This issue limits SUGILITE’s robustness, and can be especially problematic for the planned field deployment study.

To address this problem, I plan to work on boosting SUGILITE’s capability of understanding diverse and flexible verbal instructions. As discussed in Sections 4.3.2 and 5.4.1, the current SUGILITE prototype uses a grammar-based floating parser trained with a small corpus with less than a thousand examples. Therefore, it sometimes cannot correctly understand alternative ways of expressing the same intents due to the limited grammar rules and training data. For example, it can understand “when the current weather is rainy” and “if the price is higher than $10”, but not “when it rains” or “if I need to pay more than $10” because the current grammar needs to extract concrete target concepts like “current weather” and “price” to operate correctly.

The first step towards addressing this problem is to collect a large set of sample utterances that can represent diverse and flexible vocabulary, expressions, or syntax that users might use when interacting with different parts SUGILITE. Using this dataset, we can determine the technical approach to use — whether
it is sufficient to construct new grammar rules to cover most expressions used by SUGILITE users, or if SUGILITE needs a different parsing architecture. After making the improvements, we will train the new semantic parser and evaluate its performance using the collected dataset.

One thing I want to clarify is that improving semantic parsing performance is a long-standing and difficult NLP problem, and not a research focus of this dissertation. The expected outcome of this part of the work is to produce a more robust language understanding mechanism that can handle diverse and flexible user verbal instructions that SUGILITE may encounter in the planned field deployment study.

7.2 Better Support for Error Handling

To make SUGILITE robust, another crucial step is to enable it to properly identify, handle, and recover from errors. There have been some error handling mechanisms developed in SUGILITE: Chapter 3 discusses how SUGILITE identifies runtime errors caused by app updates or unexpected app states, and allows the user to fix the script by either creating a fork to handle the new situation, or replacing a part of the script when the underlying app has permanently changed. Chapter 5 describes how SUGILITE allows the user to fix ambiguity errors when it cannot understand specific comparators (e.g., in a condition “when the score is better than 3”, whether “better” means “greater than” or “smaller than”), and how SUGILITE’s conversational framework allows the user to backtrack to a previous conversational state. The PBD approach used in SUGILITE also addresses the “out-of-domain” error commonly seen in prevailing conversational intelligent agents by allowing end users to “teach” procedures and concepts that are unknown to agents [87].

Despite progress, many types of errors across SUGILITE’s pipeline remain under-addressed. In order to make SUGILITE robust enough for the field deployment, I propose to explore the design space of error handling for conversational end-user-programmable intelligent agents, and design new error handling techniques in SUGILITE.

7.2.1 The Sources of Potential Errors in SUGILITE

Besides those that have been covered in previous chapters, I identify the following sources of potential errors to address for the proposed work:

1. **Speech recognition:** When a user gives a speech command, the agent needs to transcribe the user’s speech input into text. During the speech-to-text process, the agent may either not hear or mishear what the user has said.

2. **Intent classification:** After speech recognition, the agent needs to classify the user’s input into a task intent. Sometimes the user input is inherently ambiguous (e.g., “book me a room” can mean either booking a hotel room, or reserving a conference room). At other times, the agent may also have problem handling the user’s diverse expressions not covered in the original utterance (e.g., when the user says “find me a place to stay” instead of “book a hotel room”). Another specific challenge for end-user-programmable agents like SUGILITE is that since the user can program new tasks, the agent needs to also correctly identify when the user has talked about a previously unknown new intent.

3. **Entity resolution:** From the user input, the agent also needs to identify entities mentioned in the utterance, and resolve them to known entities in its knowledge base. Some entities can be ambiguous.
For example, when the user says “What’s the price of apple?”, the word “apple” can be resolved to either the stock of Apple Inc., or the apple fruit.

The last two types of errors are more predominant in end-user-programmable agents like SUGILITE compared with prevailing conversational intelligent agents. Accurate intent classification and entity resolution often rely on large training corpora. However, since task intents and relevant entities in SUGILITE are learned directly from end users, the system usually has only one, or very few example utterances for each specific task domain. Therefore SUGILITE is more likely to be confused about intents and entities than intelligent agents with professionally developed “skills”.

7.2.2 Proposed Approach

When we ask a user to verbally explain an ambiguous intent or an entity in natural language, the user may very likely refer to more intents, entities, reasonings and concepts that the system does not know, or is not sure about. This is especially true in EUD scenarios where the agent has little existing knowledge about the domain. However, when an user refers to a specific app on the phone, shows a screen in the app, or highlights a piece of content within the app, I hypothesize that the agent can leverage this information, together with all the rich contextual data within the app GUI, to disambiguate the original input.

The previous work provides preliminary evidence in support of this hypothesis — Chapter 4 shows that GUIs of mobile apps are an effective medium for users to clarify their intentions for specific demonstrated actions (e.g., clicking on a button) on GUIs. In the proposed work, I seek to apply a similar technique for disambiguation and error handling on the task level. We will design and develop a new multi-modal mixed-initiative interface to allow users to clarify their inputs by referring to relevant apps, app screens, or app contents to repair errors in speech recognition, intent classification, or entity resolution when interacting with end-user-programmable intelligent agents like SUGILITE.

7.2.3 Proposed Evaluation Methods for Error Handling

While I am still at an early stage of exploring the design space for this new interface, I expect to evaluate the outcome of the proposed work using the following metrics:

1. Can the proposed interface enable users to recall, find, and provide appropriate references to apps and their contents to help handle speech recognition, intent classification, and entity resolution errors encountered in their interactions with SUGILITE?

2. With the app references provided by users, can the proposed technique help SUGILITE successfully recover from the aforementioned types of errors?

To answer these two questions, I plan to run a task-based lab study. First, we will give users some sample error scenarios, and test how well they can recall, find, and provide appropriate app references relevant to the task with the help of the proposed interface. Second, we will assess whether the proposed system can successfully help SUGILITE recover from the sample error scenarios using the dataset of provided inputs from the user study.
7.2.4 Related Work

In conversational systems, user utterances are frequently misheard, misunderstood, or missed. Users often borrow error-repairing strategies from human-human interactions when interacting with systems, both on the verbal level (e.g., repetition, semantic adjustments, and syntactical adjustments) and the paraverbal level (e.g., prosodic changes, over-articulation and increased volume) [11, 20, 130]. However, these strategies are sometimes not as effective in human-agent interactions due to technical limitations [132]. In practice, users often just adapt their communication patterns based on their perceived capabilities of the system, as they gain more experience with it [69].

Various UX design guidelines have been proposed (e.g., [4, 51]) to help developers of conversational systems to better handle errors. Some example strategies include designing task specific fallback/clarification questions, providing possible options, and providing contextual help [4]. However, those methods rely on knowledge about the context of the underlying task, which require developer effort for each specific task domain, making it not applicable in SUGILITE’s EUD use case where users may perform tasks in any new domains. ScratchThat [153] supported command-agnostic speech repair for parameters in spoken commands. It focused on corrective clauses that fixed problems in original utterances (e.g., dealing with situations when the user said the wrong word) while my proposed work will focus on errors made by the agent.

Our proposed approach uses a multi-modal approach. The idea of leveraging additional input modalities has been explored in prior work. For example, spelling a word can be an effective way to correct speech recognition errors [110]. Pen or touch-based inputs can also be useful for locating and repairing errors in speech systems [127, 146]. But these systems can only deal with errors on a low-level (e.g., dictation) but not those regard to task semantics. Compared with the previous work, our proposed approach leverages mobile apps and their GUIs as the medium so that it (i) can work with diverse and long-tail task domains without requiring development effort for each supported domain, and (ii) can deal with errors regarding specific task intents and entities.

7.3 Privacy Preservation in Script Sharing

SUGILITE focuses on supporting end user development (EUD), which according to a popular definition, refers to programming activities to achieve a result primarily intended for personal, rather public use [74]. However, despite the primary intention, sharing of the program artifacts is common in EUD (e.g., [101]). The CoScripter [82] paper outlined two main motivations for sharing end user developed task automation scripts: (i) for tasks that are performed frequently across multiple users and are tedious, the main motivation is efficiency; and (ii) for other tasks that are complex or hard to remember, the shared scripts are also used as the medium for sharing “how-to” knowledge between users. A later field study of CoScripter scripts revealed that users have shared CoScripter scripts for automating a wide range of both work-related and non-work-related tasks [17], which affirmed the need for sharing end-user developed scripts.

While the support for script sharing in EUD is useful and desired, its adoption has been limited. A major barrier to the wide-adoption is the privacy problem [17, 82, 84]. To address this problem, I propose to design and implement a new mechanism for supporting privacy-preserving script sharing in SUGILITE as a part of my dissertation.
7.3. Privacy Preservation in Script Sharing

7.3.1 The Privacy Problem in Sharing EUD Scripts

When sharing EUD artifacts, users are often concerned about privacy. More specifically, they do not want to leak any personal information that may get accidentally embedded in the shared artifacts. This issue is particularly important in GUI-based programming by demonstration (PBD) systems such as SUGILITE, since in such systems end-user developers do not directly author the programs, but instead demonstrate one or more examples of the desired system behaviors on the graphical user interfaces (GUIs) of target applications. As a result, end-user developers have less knowledge and control about what has been included in the resulting program, and therefore are hesitant about sharing them [17, 82, 84]. The privacy concerns in EUD script sharing have been identified in several studies. Email and interview studies for CoScripter [82] found that the privacy concern was a main barrier to sharing. Participants reported that they decided to make scripts private because they worried about having private personal information embedded in scripts. Studies and discussions for other EUD systems such as ActionShot [84] and RePlay [47] have also identified similar privacy concerns.

In SUGILITE, the system not only collects information about the exact demonstrated actions, but also rich contextual information (e.g., sensor readings and the contents of the screens including the app’s responses), and sometimes conversational data from the user, in order to better infer the users’ intents from the demonstrations, to better support error detection by making sure that the user is on the correct page, and to further generalize the resulting programs. While these new mechanisms make the PBD more powerful, flexible and robust, they also increase the likelihood of accidentally including personal information in program artifacts, and made it infeasible for end-user developers to manually scrutinize the program artifacts before sharing them, since the collected contextual information is not currently shown anywhere because of its overwhelmingly large amount.

Additional constraints related to identifying and removing personal information from program artifacts created from GUI demonstrations is to preserve the scripts’ transparency and readability. In task automation, it is important to enable people who want to use a script shared by another to be able to fully understand its behavior, so that they can (i) select the correct script for their needs, (ii) identify any potentially dangerous or malicious operations in the script, and (iii) modify or extend the script when needed. As a result, my proposed approach aims to avoid unnecessary obfuscation of the shared scripts that hinders transparency and readability. The proposed approach should also preserve as much meta information from demonstrations as possible in shared scripts, since such meta information is very useful for the robustness, extensibility and generalizability of the shared scripts.

7.3.2 Related Work

Prior approaches for identifying personal private information in shared EUD scripts have limitations. CoScripter [82] used a “personal database” where end user developers manually enter their personal information such as name, phone number and email address. Whenever these entries appear in the recorded scripts during demonstrations, they are replaced with named variables. During execution, these named variables are populated with data from the script user’s personal database. An apparent downside of this approach is that it requires users to manually create such personal databases, which can require significant effort. Personal databases also only cover the most common and obvious types of personal information, and only work when database entries show up as exact string matches in shared scripts. Another approach is to represent operations in scripts as lists of textual steps (e.g., ActionShot [84]) or in visual programming blocks (e.g.,
Rousillon [26] and Helena [24]) before sharing, and ask users to verify if any private personal information is included. This approach also requires manual intervention from users, and is not scalable to SUGILITE, which collects rich contextual information along with the operations.

My proposed work is also related to prior literature from the privacy and security communities on detecting personal information leaks in shared data. For example, systems like PrivacyProxy [142], Agrigento [30], and LeakDoctor [152] can detect leaks of personal information by analyzing the contents of outbound network packets. Agrigento [30] and LeakDoctor [152] used black box differential analysis, where they test if the outbound network traffic changes when values for personal information of interest (e.g., user id, location) are changed. This approach will work with any app, but can only protect a list of pre-specified types of personal information. My proposed approach for identifying personal information leaks is similar to that of PrivacyProxy [142] – both systems identify private personal information based on the uniqueness of the data. This approach does not limit the types of personal information that it can detect, providing coverage even for uncommon types of information.

Another way to protect personal data is to monitor when, how, and what granularity of personal data are accessed and shared by apps [91]. This approach requires instrumenting each individual app, which is not scalable for our use case, because we want to handle PBD scripts made with any arbitrary third-party apps. In contrast, since my proposed approach focuses on information extracted from the GUIs of apps, it does not require any special modification on target apps and should work with most native Android apps (with a few exceptions — such as apps with custom graphic engines like games).

### 7.3.3 Design Goals

Based on the prior work in this area and the high-level design goals of SUGILITE, I identify the following design goals for the proposed new mechanism:

1. It should require minimal user effort and intervention; in particular, it should not require users to manually tag personal information from the large amount of collected data.

2. It should retain the transparency, readability, robustness, extensibility and generalizability of the original scripts wherever possible.

3. It needs to detect and protect a wide range of common and uncommon, explicit and implicit types of personal information; Some of the personal information may be previously unknown and dynamically generated by third-party apps.

4. It should work with PBD scripts on non-specific task domains and third-party app GUIs.

5. To ensure data security, sensitive personal information should never leave the user’s device (that is, the private data should stay on the phone and not be sent to the server storing scripts or, even worse, to another person).

### 7.3.4 Proposed Approach

I plan to explore the approach of identifying private personal information in shared scripts and their corresponding contextual and meta data based on the uniqueness of information. Specifically, I consider an information entry as a pair of the content of a piece of information and the context where the information
is displayed. The intuition is that information entries only appear on one, or a very small number of users’
devices are likely personal, while others that appear across devices of many users are likely not.

This approach responds to the emerging challenge of preventing re-identification attacks when
protecting identifiable personal information. In some cases, user identities and private information can be
re-identified by combining multiple seemingly innocent data sources. For example, knowing seemingly
non-private information like the weather at the user’s location, the number of Starbucks stores within the
service area, and the estimated store wait time from a user-demonstrated script of ordering coffee using
the Starbucks app, one can likely infer private information, such as the user’s location, fairly accurately.
Therefore, masking only explicit personal information is not sufficient. My proposed technique identifies
and masks all information entries that are unique or uncommon among all users, making re-identification
attacks much more difficult and infeasible.

To operationalize this concept, We will use the context of the mobile app to approximate the context of
the information. That is, an information entry indicates “the information $X$ is displayed on the screen $Y$ in
the app $Z$.” This representation captures the role of context in determining whether a piece of information is
private. For example, the string “New York” showing up on the checkout screen of the Starbucks app can be
private personal information since it gives away the user’s location, but the same string showing up on the
home screen of NYC Transit app is not personal because the app would display the string “New York” for
all of its users.

For collecting data, we will set up a server that collects and aggregates hashed information entries in the
background from app GUIs of many users. On the client side, when not recording, the system collects app
context-content pairs in the background, and uploads their hash values to the server. The server side keeps
count of the number of unique users with identical information entries (i.e., how many users have had the
same information on the same screen of an app) and the number of unique users with the same app context
(i.e., how many users have visited the same screen of an app). The counts are calculated using the one-way
hash of information entries and app context, thus the server cannot determine their original values.

Before uploading a script for sharing, the script developer’s client side looks up the aggregated results on
the server for each information entry included in the script to determine its uniqueness. When an information
entry is labeled unique, the system will upload it in its hashed form. Obfuscating string values in data
description queries or parameter values by hashing does not prevent executing scripts in their current forms
— data description queries in SUGILITE rely on comparing the equality of string values (e.g., click on the
button that has text “next”), which is supported with hash values. The comparator contains can also be
supported on the token level (e.g., click on the button that has text that contains the token “profile”) by
breaking down strings into tokens when generating UI Snapshot Graphs in SUGILITE.

Despite the fact that scripts with obfuscated information can still be executed, I plan to develop the
mechanism for recovering the obfuscated information in scripts locally as much as possible on the script
user’s client side because (i) revealing information entries used in script data descriptions helps improve
script transparency, allowing users to understand script behaviors, to validate if they fit the user need, and to
modify and extend the scripts when needed, and (ii) when the script parameters values are personal to the
original developer, reconstructing them on the script user’s end allowing the user to take advantage of the
parameterization with their own personal options.

7.3.5 Proposed Evaluation Methods for Sharing and Privacy

I plan to evaluate this proposed work using the following three metrics:
1. Does the proposed mechanism accurately identify and obfuscate private personal information in end-user-developed SUGILITE scripts?

2. How do users perceive the level of privacy provided by the proposed mechanism? Can this mechanism encourage them to be more comfortable with sharing SUGILITE scripts they have developed?

3. Does the proposed mechanism leave sufficient information in the resulting SUGILITE scripts to retain their transparency and readability?

For metric 1, we will conduct an offline evaluation, where we simulate recording, executing, and sharing scripts for a diverse set of popular tasks over many mobile apps. Then we can compare the private personal information identified by the proposed mechanism against the ground-truth result labeled by experts to assess the accuracy, precision, and recall of our approach in identifying and obfuscating private personal information.

For metrics 2 and 3, we will conduct a user study. I plan to develop a survey to test the user’s perceived level of privacy, and a set of sample tasks to assess the transparency and readability of PBD scripts. From the survey and the sample tasks, we evaluate how the proposed mechanism compares with three baseline conditions: (i) obfuscating no information, (ii) obfuscating only common personal information (e.g., phone number, address), and (iii) obfuscating all strings.

7.4 Field Deployment Study

To complete this dissertation, I will deploy SUGILITE to a group of actual users as a way to (i) validate the feasibility and robustness of the system with the new features I am proposing, (ii) measure the usefulness of SUGILITE in real-life scenarios, and (iii) study the characteristics of how users use SUGILITE. The key goal of the deployment is to study SUGILITE within its intended context of use [140]. Through the deployment, we will also collect a useful dataset of SUGILITE scripts created by end users, together with the demonstrations and natural language instructions for creating them, their usage data, and the patterns of how they are shared among users (if any).

7.4.1 Research Questions

I plan to answer the following research questions through the proposed study:

RQ1. Is SUGILITE sufficiently robust to handle diverse tasks and contexts in the field?

RQ2. Do users find SUGILITE useful for their own task automation needs?

RQ3. What kinds of scripts do users create with SUGILITE?

RQ4. How do users create these scripts? For example, how do users naturally coordinate the two modalities? What SUGILITE features do they use?

RQ5. What kinds of contexts do users use SUGILITE in?

RQ6. How and when do users generalize, extend, modify and share their SUGILITE scripts?
7.4.2 Proposed Approach

In order to answer the above research questions, I plan to deploy SUGILITE to a group of around 20–30 users for an extended period of time (at least a month). This group should all be proficient and active Android smartphone users who (i) are familiar with mobile apps, and (ii) frequently use mobile apps for various tasks. The group should also represent users with different levels of programming expertise and experience with intelligent agents, and users with different app usage behaviors [159] (e.g., those who use apps mostly for personal tasks vs. those who use apps for professional tasks).

We will use a mix of qualitative (e.g., interviews, surveys, experience sampling (ESM)) and quantitative (e.g., log data analysis) methods to investigate the proposed research questions. Enabled by the privacy-preserving script sharing mechanism proposed in Section 7.3, we will also collect anonymized versions of SUGILITE scripts created by users, their usage and sharing statistics, and the corresponding meta-data indicating the contexts of their creation and invocation.

7.5 Timeline for Completion

My goal is to complete the dissertation by May 2021. Table 7.1 shows a timeline of my plan. I will work with undergraduate and master research assistants who will help implement the planned features, perform the user studies, and analyze the results.

<table>
<thead>
<tr>
<th>Timeline</th>
<th>Work</th>
</tr>
</thead>
<tbody>
<tr>
<td>Oct. 2019–Mar. 2020</td>
<td>Developing and evaluating the privacy-preserving script sharing mechanism</td>
</tr>
<tr>
<td>Nov. 2019–Apr. 2020</td>
<td>Developing and evaluating the new interface for error handling</td>
</tr>
<tr>
<td>Nov. 2019–Apr. 2020</td>
<td>Developing and evaluating the new technique for understanding verbal instructions</td>
</tr>
<tr>
<td>May 2019–Aug. 2020</td>
<td>Running the field deployment study</td>
</tr>
<tr>
<td>Aug. 2020–Sep. 2020</td>
<td>Analyzing study data</td>
</tr>
<tr>
<td>Oct. 2020–Apr. 2021</td>
<td>Writing the dissertation</td>
</tr>
<tr>
<td>May 2021</td>
<td>Defending the dissertation</td>
</tr>
</tbody>
</table>

Table 7.1: Plan for completion of my dissertation
Bibliography


[63] Connor Huff and Dustin Tingley. 2015. Who are these people? Evaluating the demographic characteristics and political preferences of MTurk survey respondents. Research & Politics 2, 3 (2015), 2053168015604648.


Bibliography


BIBLIOGRAPHY


[121] Brad A. Myers, Amy J. Ko, Chris Scaffidi, Stephen Oney, YoungSeok Yoon, Kerry Chang, Mary Beth Kery, and Toby Jia-Jun Li. 2017. Making End User Development More Natural. In New Perspectives in End-User Development. Springer, Cham, 1–22. DOI:http://dx.doi.org/10.1007/978-3-319-60291-2_1


