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ABSTRACT
Managing privacy to reach privacy goals is challenging, as evi-
denced by the privacy attitude-behavior gap. Mitigating this discrep-
ancy requires solutions that account for both system opaqueness
and users’ hesitations in testing different privacy settings due to
fears of unintended data exposure. We introduce an empathy-based
approach that allows users to experience how privacy attributes
may alter system outcomes in a risk-free sandbox environment
from the perspective of artificially generated personas. To generate
realistic personas, we introduce a novel pipeline that augments
the outputs of large language models (e.g., GPT-4) using few-shot
learning, contextualization, and chain of thoughts. Our empirical
studies demonstrated the adequate quality of generated personas
and highlighted the changes in privacy-related applications (e.g.,
online advertising) caused by different personas. Furthermore, users
demonstrated cognitive and emotional empathy towards the per-
sonas when interacting with our sandbox. We offered design im-
plications for downstream applications in improving user privacy
literacy.

CCS CONCEPTS
• Security and privacy→ Human and societal aspects of se-
curity and privacy; • Human-centered computing → Human
computer interaction (HCI).

KEYWORDS
privacy awareness, privacy intervention, privacy literacy, empathy,
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1 INTRODUCTION
Managing privacy to achieve individuals’ privacy goals is challeng-
ing [3], as evidenced by the discrepancy between people’s privacy
attitudes and their actual behaviors [58, 76]. Such inconsistency
has been observed in various domains, such as social network-
ing service [48, 77, 109], online shopping [10, 12, 20], mobile app
[16, 80, 86] and Internet-of-Things [106].

Bridging the gap among privacy attitudes, goals, knowledge, and
behavior can be difficult for two reasons. From a system perspective,
the inherent opaqueness in the system prevents users from making
informed decisions about protecting their privacy. The asymmetric
information [2] provided by the system makes it difficult for users
to understand what data is collected and how other parties use
it [63, 68, 110]. Consequently, users are unable to make informed
decisions to safeguard their personal data while maintaining the
desired level of usability and system utility, such as whether to opt
out of certain data collection practices, configure the frequency and
granularity of data sharing, or the adoption of privacy-enhancing
tools. From the user perspective, the fear of exposing personal data
[62, 96, 114] while navigating an opaque system can further dis-
courage users from experimenting with different possible privacy
configurations to link their available options of privacy choices to
their consequences, thereby reinforcing the system’s opaqueness.
Once users share their private data, they will no longer have control
over how the other party utilizes the information [79]. In addition,
another barrier that prevents users frommeeting their privacy goals
is their limited experience and lack of privacy literacy [95]. Lay users
are prone to perceive fewer privacy threats compared to technicians
[57]. Thus, even if users sometimes know their privacy goals, they
still trade off their privacy for convenience, as they believe that
their data are well protected by the system.

To support users’ privacy decision-making, two approaches have
been widely applied: privacy education and nudging [107]. Privacy
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education endeavors to cultivate privacy awareness and literacy,
thereby equipping users with the knowledge to make well-informed
privacy choices. However, a notable challenge with these methods
lies in the extended duration required for shifts in privacy attitudes.
Users often encounter difficulties in adhering to expert privacy
recommendations and translating acquired knowledge into specific
online contexts. An alternative approach to facilitating privacy deci-
sions is through privacy nudging[1]. Nudges encompass subtle yet
influential prompts that steer individuals toward certain behaviors.
Although nudges can facilitate the adoption of specific behaviors,
their effects tend to be transitory, as intermittent adjustments in
individuals’ privacy practices may not necessarily extend to their
overall privacy literacy.

Motivated by the aforementioned challenges and limitations of
current approaches, we present an empathy-based method that
allows users to experience and observe the correlation between
their privacy data and the system outcomes in a real-time and risk-
free environment. In this approach, we use personas that come with
synthesized personal data based on real-world system outcomes.
Each persona represents a fictional user [22] with a distinctive
biography, demographic information, and a large set of synthesized
personal data. For example, here is an exemplary biography of a
“tangible” persona:

• Alice is a 40-year-old white woman living in New York. She is
an administrative assistant, and her annual income is around
ninety thousand USD. She lives with her husband and two
teenage children. She is an avid user of social media plat-
forms such as Facebook and Instagram, where she often
shares posts, photos, and videos of her life. She also often
purchases clothing items and books on Amazon.

Unlike personas often used in the user experience design process,
personas used in our context should also include plausible realistic
longitudinal personal data such as web browsing history, social
media logs, location records, and weekly schedules. The intricate
realness of these personas is facilitated by the use of Large Lan-
guage Models (LLMs), which can generate a diverse range of highly
detailed and modifiable personas. Our design draws upon the prin-
ciples of empathy-based design. Recognized for its essential role in
user experience and persuasive design, the empathy-based design
employs narrative and role-play techniques to establish deeper and
more meaningful connections with users [25, 32, 108].

Through the sandbox, users can interact with different online
services, as usual, using the identities of their selected personas.
The sandbox will be loaded with personal data from the persona
instead of the user, so whenever an online service queries personal
data, the synthetic personal data associated with the persona will be
provided. As far as service providers are concerned, the data appear
real, causing them to offer personalized content and services as
though interacting with the user the persona represents. This gives
users a risk-free platform to investigate privacy settings and actions,
perceive the resulting user experience, notice the tangible conse-
quences of their privacy choices, and experience emotional results,
positive or negative, in a convincingly interactive environment
without exposing their actual personal data.

We validate the proposed approach through a prototype (i.e.,
Privacy Sandbox) and a study involving 15 participants. The results

validated the technical feasibility of our approach to generate artifi-
cial personas with realistic synthesized personal data. Our findings
imply that users can indeed establish empathy with personas when
using the Privacy Sandbox and identify links between the persona’s
privacy attributes with the observed system outcomes. The results
of the study also offer design implications for using the proposed
approach to empower users to acquire privacy knowledge. Con-
tributions of this work represent a first step towards empowering
users to empathize with generated artificial personas, understand
their own privacy goals, and gain privacy knowledge. Our broader
motivation is to use acquired privacy knowledge to encourage
changes in privacy behavior, ultimately bridging the gap between
attitudes, goals, knowledge, and actual behavior.

This paper makes the following contributions:

• Introduces an empathy-based approach that allows users to
experience the links between privacy attributes and system
outcomes in a risk-free sandbox environment using artifi-
cially generated personas.

• Validates the viability of the proposed approach through a
proof-of-concept implementation and empirical studies. The
study results confirmed the users’ cognitive and emotional
empathy toward the generated personas when interacting
with the sandbox in the context of target advertisements.

• Discusses the design implications of adopting this empathy-
based privacy persona approach to empower users to acquire
privacy knowledge that leads to behavior change in the fu-
ture.

2 RELATEDWORK
2.1 Empirical studies on the privacy

attitudes-behavior gap
Most empirical studies measure the gap between users’ privacy atti-
tudes and behaviors, commonly using surveys. For example, Made-
jski et al. [65] used surveys to gauge privacy attitudes, previous
privacy settings, and self-reported sharing intentions on Facebook,
identifying potential sharing violations by comparing intentions
with settings. Colnago et al. [30] also employed within-subjects
surveys, revealing mismatches between attitudes/preferences and
behaviors. Although surveys are able to explore privacy attitudes,
they are not reliable when examining irregular or infrequent pri-
vacy behavior [58, 97]. Consequently, many studies combine sur-
veys with experiments to collect more reliable behavior data. For
instance, Norberg et al. [76] assessed willingness to disclose infor-
mation in surveys and later conducted a field study to compare the
willingness with actual disclosure, finding significant differences.
Barth et al. [16] measured privacy concerns through surveys and
compared the results with the actual behavior of the participants,
represented by the number of downloaded intrusive apps.

Although multiple previous studies have measured the privacy
attitude-behavior gap, only a few have proposed ways to address it.
Previous research has examined risk awareness [36], the privacy
calculus [78], and digital nudges [55, 98] as potential solutions.
Sutanto et al. [100] designed a personalized privacy-safe application
that retains user information locally on their smartphones while
still providing them with personalized products. Mattson et al. [67]
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suggested changing negative attitudes in different functional areas
to reduce the intention-behavior gap.

The inconsistency between privacy attitudes and behaviors has
been framed by some researchers as the “privacy paradox” [76].
As summarized by Solove [95], research supporting the privacy
paradox argues that actual privacy behaviors better indicate indi-
vidual’s true privacy preferences compared to self-reported privacy
attitudes. This privacy paradox results from the distortion of privacy
behavior. However, opponents either argue that this is not a pri-
vacy issue or that the privacy paradox does not exist. Some studies
diverted the phenomenon from the privacy domain and regarded it
as a trust issue [8, 64]. Other researchers refuted the concept of the
privacy paradox. For example, Martin [66] found that consumers
keep strong privacy expectations even after the disclosure of infor-
mation. Solove [95] argued that the behaviors in privacy paradox
studies pertain to specific contexts, while the stated privacy con-
cerns are much more general. To explain this mixed view, Acquisti
et al. [3] explained that it is due to researchers’ different definitions
and interpretations of the “paradox”. Despite the controversy over
the term, the evidence supporting the gap between the mental state
of privacy and actual behavior is strong [4, 5, 16, 65], which is the
main motivation of this work.

Unlike previous methods relying on surveys and/or experiments
for on-the-spot decisions, our approach offers a risk-free environ-
ment for users to experience online services by using different
generated personas’ data. This allows users to reflect on system
outcomes andmakemore informed decisions, potentiallymitigating
the privacy attitudes-behavior gap resulting from ad-hoc decisions.

2.2 Approaches to enhance privacy awareness
and behavior

Previous theories on privacy behavior [6, 13, 61] emphasize the role
of attitudes in shaping behavior. Based on them, we distinguish two
approaches in improving privacy knowledge and promoting privacy
behavior change: the top-down approach, which primarily seeks to
foster privacy attitudes and literacy to indirectly influence behavior,
and the bottom-up approach, which directly influences behavior
through techniques like nudging.We aim to comprehensively assess
their effectiveness and improve their impact on privacy behavior.

Top-down approaches (e.g., privacy education) aim to improve
privacy behavior by fostering privacy awareness [7, 39] and en-
hancing privacy literacy [43]. For instance, Desimpelaere et al. [35]
observed that privacy literacy training improves children’s un-
derstanding and promotes privacy-protective behavior. Sideri et
al. [91] found that university-based education enhanced students’
digital knowledge and privacy awareness on social networking sites.
Innovative methods like Franco et al. [44] employed technology-
enhanced pedagogical scenarios to involve students in active learn-
ing by using their own social media traces. Despite increased aware-
ness and knowledge, top-down approaches may not consistently
translate into behavior change. Users often struggle to apply ex-
perts’ privacy advice [33] due to its vagueness [84] and lack of
alignment with their specific needs and contexts [113].

Bottom-up approaches (e.g., digital nudging) alter user privacy
behavior by guiding their choices in digital environments using
techniques such as visual cues [88], information presentation [28],

default settings [11], and incentives [9, 14]. These nudges can reduce
data disclosure and influence privacy choices in a short period [28,
40]. While privacy nudges can alter privacy behavior quickly, they
often lead to temporary effects as they may not necessarily improve
users’ long-term privacy literacy or decision alignment with their
attitudes.

Our approach combines both top-down and bottom-up approaches.
It offers a systematic risk-free platform for users to learn about
privacy in a structured way (top-down) while providing experien-
tial learning [45] through real-world consequences based on user
interactions and privacy choices (bottom-up). This dual approach
aims to bridge the gap between privacy knowledge and behavior
effectively.

2.3 The use of empathy in user experience
design and persuasive design

Empathy, often defined as the capacity for an affective response
aligned with someone else’s situation rather than one’s own [17],
encompasses both affective and cognitive components. Affective
empathy involves an immediate emotional response to others, while
cognitive empathy pertains to understanding others’ feelings [32, 37,
42, 59]. It is a powerful instrument to connect people with others
and has been applied in various domains like user experience (UX)
design [32] and persuasive design.

In UX field, empathic design [59] aims to enable designers to
“step into the user’s shoes” and “walk the user’s walk”, thereby
crafting products that align with user needs. A solid foundation for
comprehending empathy in design research is established through
the exploration of the literature on philosophy, psychology, and
neuroscience. Surma-Aho et al. [99] offered a comprehensive review
of empathy’s role in design. A pertinent framework, proposed by
Hess and Fila [53], defines empathy along two axes: affective expe-
riences vs. cognitive processes and self-oriented vs. other-oriented
perspectives, yielding four dimensions:

(1) perspective-taking, where designers imagine users’ thoughts
and feelings (cognitive, other-oriented);

(2) empathic concern, as designers display sincere care for users
(affective, other-oriented);

(3) emotional congruence, with designers sharing users’ emo-
tional states (affective, self-oriented);

(4) projection, when designers experience unease due to users’
challenges (cognitive, self-oriented).

Building on it, various approaches, such as narrative and role-play
techniques [108], have been developed to foster deeper connections
with users and their experiences in empathic design. These meth-
ods involve creating scenarios and personas to envision potential
design innovations [29] or simulating user experiences through
role-play [25].

Our work draws inspiration from these frameworks and design
methods of empathic understanding, with the aim of investigating
whether users can develop empathy toward the generated personas
and whether this influences their acquisition of privacy knowledge.

In persuasive design, the stimulation of empathy is a crucial
technique [27]. Previous studies have used the malleable nature
of empathy to promote prosocial behavior [31, 92, 102]. For ex-
ample, Taylor et al. [102] found that embedding empathy nudges
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in social media posts can encourage bystander intervention for
cyberbullying victims. Additionally, many researchers have found
that designing with empathy can encourage the natural empathetic
behavior of people who have existing social ties or shared inter-
ests [81, 102] A typical example is that VR can enhance cognitive
empathy by emphasizing user similarities [90].

Our motivation is aligned with the concept of bystander empa-
thy [102], aiming to modify user behavior by eliciting their em-
pathy towards generated personas. To achieve this goal, we draw
upon empathy-inducing techniques from persuasive design, such
as providing detailed and specific information [31, 93], immersive
role-playing and perspective-taking [19, 90], and considering con-
nections between users and personas [90].

Although there are various measurement scales to quantify em-
pathy in psychology [15, 34, 41, 54], our focus is on the relationship
between users and personas rather than personal characteristics.
We derive inspiration from approaches used to measure designers’
empathy during the design process, including indicators such as
empathic expressions, personal experiences, respectful question-
ing, and discussing user facts [104]. Our empathy measurement
approach combines self-report methods and integrates established
theoretical frameworks of empathy.

3 AN EMPATHY-BASED PRIVACY PERSONA
APPROACH

3.1 Overview
In an effort to bridge the gap between users’ attitudes and their
behaviors in managing their privacy, we introduce a new empathy-
based sandbox approach. This approach uses artificially generated
user personas with realistic synthesized personal data, enabling
users to (1) load synthetic personal data into browsers; (2) interact
with websites and applications “under the disguise” of an artifi-
cial persona; (3) experiment with various privacy configurations
and behaviors in a risk-free environment; and (4) experience the
corresponding outcomes (both positive and negative).

As illustrated in Fig. 1, the key goals of our empathy mechanisms
are two-fold.

(1) Emotional Resonance: When users encounter system out-
comes based on the personal data when acting as personas,
we believe that users can feel the emotion that the persona
would have felt (e.g., frustration or anger from privacy vio-
lations; joy from apt personalized recommendations). Users
will also realize how they may feel when they encounter a
similar incident.

(2) Knowledge Acquisition: When users experience an out-
come of their privacy behaviors (e.g., seeing a particular
personalized ad or being influenced by an algorithmic deci-
sion) when acting as personas, we believe that users will be
able to identify patterns and acquire generalizable knowl-
edge, which fosters a more intuitive understanding of likely
outcomes from their future actions.

As discussed in Section 2, it is feasible to stimulate users’ em-
pathy toward privacy personas by employing empathy-inducing

techniques from user experience design [108] and persuasive de-
sign [102]. Simultaneously, users can learn about privacy in a struc-
tured and interactive manner by experiencing the influence of
privacy personas’ information on system outcomes. Such experien-
tial learning not only provides real-time feedback, akin to nudging
techniques [51] but also facilitates users to acquire privacy knowl-
edge [43]. Therefore, combining emotional resonance with privacy
knowledge acquisition can result in more motivated and informed
users. Rooted in current frameworks and past research, we hy-
pothesize that fostering both emotional resonance and knowledge
acquisition can promote privacy literacy, subsequently leading to
changes in user privacy behaviors that align with their preferences.

Our approach has two core phases: persona generation and per-
sonal data replacement. Persona generation involves constructing
personas with sufficient detail. Once completed, in personal data
replacement, users will use personas to explore various privacy
settings and online services from the perspective of a particular
persona. An overview of this methodology can be seen in Fig. 2.
Our focus on online advertisements as an example domain of sys-
tem outcomes is motivated by their broad impact on everyday life,
privacy sensitivity, and potential to raise privacy concerns [111].
Targeted ads, a major component of online ads, usually track the
user’s online behaviors and personal information, but users often
lack awareness of the specific privacy data that these ads automat-
ically collect [57, 103]. Note that online ads are just one possible
manifestation of system outcomes. Other possible system outcomes
include social media feeds, personalized news recommendations,
and algorithmic decision-making, as detailed in Section 6.6.4. We
anticipate that our approach can be applicable to a wider variety of
different system outcomes. In the following sections, we explain
the two steps in detail, followed by introducing a prototype that
integrates both steps—the Privacy Sandbox.

3.2 Persona generation
The goal of the persona generation stage is to create artificial per-
sonas that contain realistic synthetic personal data. By doing this,
external applications and web services will read the synthetic data
of the personas instead of the real data of actual users when they
use the interactive sandbox. Consequently, these applications and
services will tailor content based on the generated persona, letting
users see the results of different privacy behaviors without risking
their actual data.

To effectively influence system outcomes and invoke user empa-
thy, we chose specific data attributes to include in our personas.

3.2.1 Selected data attributes.

• Personally identifiable information (PII): first name, last name,
profile picture, and date of birth.

Our rationale for choosing these attributes is as follows. Al-
though recommendation systems are often based on anonymized
data [85] and do not rely on profile pictures, names and profile pic-
tures are still fundamental in personas [47]. They make personas
real and relatable, serving as vital stimuli of user empathy [38].
Furthermore, birth dates not only help establish the persona’s age,
making them more recognizable to a certain age group, but are
also pivotal for personalized content [69]. However, due to ethical
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Empathy

Risk-free Sandbox
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Emotion & Feeling
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Figure 1: An empathy-based approach where users interact with online services with different personas in a risk-free sandbox
without leaking their real personal data. Users can observe and experience the causal effect between their privacy configura-
tions/behaviors and system outcomes, acquire privacy knowledge, and translate the knowledge into actual behavior. Note that
this is a general framework. We leave the studies of changes in privacy behaviors as future work.

User

System outcomes 

(e.g., ads)

System

Persona generation Personal data

replacement

Persona

Empathize
influence privacy-


sensitive applications

Recommend
Experience the influence of  
persona’s privacy data on 

system outcomes to acquire 
privacy knowledge 

Figure 2: An empathy-based approach where users interact with online services by using the identity of different personas in a
risk-free sandbox without leaking their real personal data. Users can cognitively and emotionally empathize with personas,
observe and experience the causal effect between the privacy data and system outcomes (e.g., target ads), and acquire privacy
knowledge.

concerns, we omitted sensitive PII like phone numbers and Social
Security Numbers.

• Demographic information: age, gender, race and ethnicity,
languages, education, income, occupation, home address,
marital status, and parental status.

Demographic details, hobbies, and online interests play a cru-
cial role in creating realistic personas. These attributes allow users
to quickly connect with and relate to personas through shared
characteristics [69]. Such connections foster user engagement and
empathy, making interactions with personas more meaningful and
relatable. Furthermore, online recommendation systems often uti-
lize demographic data and personal preferences to tailor their offer-
ings [71]. This kind of personal data guides how online platforms
categorize users and, subsequently, the type of content they receive.
When users observe how demographic information and personal
preferences impact the services or user experiences, they are more

likely to disentangle the system’s opaqueness, understand how
the system might use their privacy information, and consequently
enhance their privacy awareness and literacy. Additionally, these
data contribute significantly to the generation of longitudinal per-
sonal data. They influence a user’s weekly schedule by reflecting
their lifestyle choices and priorities. These data also shape one’s
browsing history and social media posts, as individuals tend to
browse and share content related to their hobbies and demographic
identities.

• Additional personal information: devices in use, browser in
use, hobbies, and online interests.

We incorporated details about devices, browsers, hobbies, and
online interests into our personas, given their influence on online
service personalization. Notably, certain studies, such as the one by
Nikiforakis et al. [75], found that advertisers can use browser and
device fingerprinting to tailor the ads for users. Hannak et al. [50]
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observed that e-commerce platforms might offer different prices
depending on the device or browser of the user. Furthermore, user
hobbies and interests are often gathered through methods such
as website tracking, online surveys, and social media monitoring,
aiding in customer segmentation[87]. Explicitly including such
information in the persona allows the model to generate coherent
person data (e.g., location history, browsing/search history, and
social media posts) that reflect them. Therefore, when the user
recognizes the system outcomes that relate to the hobbies and
interests of the persona when interacting with the sandbox, they
can understand their connection to the system’s access of personal
data, contributing to the privacy knowledge of the user.

• Longitudinal personal data: weekly schedule with location
logs, browsing history, and social media posts.

Unlike traditional UX personas, we incorporate longitudinal
personal data, such as weekly schedules, location logs, browsing
histories, and social media activities. From the user’s perspective,
this richer dataset paints a more comprehensive picture of the
persona’s life, fostering deeper user empathy. Previous work [47]
has also underscored the significance of longitudinal personal data
in understanding personas. Rijn et al.’s study [104] emphasizes the
value of in-depth behavioral data in understanding personas. Thus,
by observing these personas’ daily activities and interests, users can
better empathize with them, seeing them as dynamic individuals
with changing preferences.

From the system’s perspective, these temporal data are pivotal
for online services to make contextual recommendations. Several
studies have illustrated the use of social media [26] and browsing
histories [18, 83, 101] in predicting user preferences. Consequently,
this data not only amplifies user empathy, but also impacts the
tailored content they encounter. Such insights help users infer
the connection between their data and the content they receive,
contributing to empathy and privacy knowledge

3.2.2 Data generation methodology. To create comprehensive per-
sona data, we introduce a novel pipeline that augments the outputs
of large language models (LLMs) using few-shot learning [24], con-
textualization [24], and chain-of-thoughts techniques [105]. Few-
shot learning enables LLMs to quickly adapt to privacy persona
generation using only a few examples. Contextualization allows
LLMs to integrate additional context, such as weekly schedules, for
more relevant output in tasks such as generating browsing history
and social media posts. The chain-of-thoughts technique decon-
structs complex tasks into simpler steps, enhancing the models’
ability to manage intricate privacy data generation. These three
techniques collectively enhance LLMs’ performance by making
them more adaptable, context-aware, and capable of generating
complex data. For readers’ reference, we have included detailed
prompts and examples of few-shot learning in Appendix A.

Persona description: The foundational step in our process is
generating a personal description, which informs subsequent data
generation to ensure alignment. We use a template prompt coupled
with few-shot learning [24], to guide GPT-4 in producing personally
identifiable and demographic information. Users can customize the
generation of their desired persona by providing other guidance as
input.

Privacy attributes: We use GPT-4 and few-shot learning to
parse the persona description generated and obtain attributes for
each PII and demographic information to allow further modifica-
tions.

Profile portrait image: To make the generated persona feel
more tangible and authentic to users, we employ a “chain-of-thought”
approach [105] to create prompts for the generation of profile por-
trait images. As shown in Fig. 3, we start by entering the personal
description to generate a prompt for the OpenAI DALL·E 2 image
generation API 1. After obtaining the prompt, we then invoke the
image generation API to synthesize a personal portrait image.

Device and browser: Since device and browser information is
typically contained within the browser’s user agent, and user agent
information does not appear directly in the personal description, we
have separately created a prompt for GPT-4 to predict user agent,
device, and browser based on the persona’s personal description.

Weekly schedule with location records: A persona’s weekly
schedule provides insights into daily routines, further informing the
creation of browsing histories and social media posts. By employing
few-shot learning and contextualization, the persona’s description
is embedded within the prompt, ensuring schedule consistency. For
geographical context, we have incorporated sample addresses into
the few-shot learning examples, ensuring that generated events
include reasonable location information.

Browsing history: To generate consistent browsing history that
aligns with the persona’s personal description and weekly schedule
with location records, we include them as the context in the prompt
for generating browsing history for a specific time period. During
the generation process, we also utilize few-shot learning to provide
sample references for the browsing history records.

Social media posts: To ensure realistic and consistent social
media posts, we use the persona’s description and weekly schedule
as contextual anchors in the prompt. Typically, social media posts
might contain visuals, so we randomly add 0-2 images per post. If an
image is integrated, we employ the “chain-of-thought” technique
similar to how we generate profile pictures: the content of the
post serves as input, generating a prompt for image synthesis. This
prompt is then fed to the OpenAI DALL-E image generation API.
This process enriches the realism of the persona, aligning visual
content with the textual content of the post. An illustrative prompt
for social media posts is presented below.

Prompt for generating social media posts

Provide ideas for this person to write posts (limit the word to
140 words) based on the profile and location history: {profile}
{location history}
Return a list of lists: <few-shot example posts>
Output the posts in the following JSON format in plain text:
{ “time”: <time in string format>, “address”: <address where
this person shares the life>, “content”: <content>, “latitude”:
<fake latitude>, “longitude”: <fake longitude>, “timezone”: <time
zone>, “locale”: <locale> }

1https://platform.openai.com/docs/guides/images/image-generation-beta
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Figure 3: The generation pipeline of profile portrait images.

Few-shot learning example for generating social media
posts

“posts”: “[ [“2023-06-01 08:31:10”, “Starting my day with a deli-
cious cup of coffee at my favorite coffee shop. Ready to conquer
the world! #CoffeeLover #MorningMotivation”, “Coffee Shop
- 123 Main Street, Brooklyn, New York 11207”], [“2023-06-01
18:00:34”, “Just got back from the grocery store. Stocked up on
essentials for the week. #GroceryHaul #MealPrep”, “Grocery
Store - 456 Broadway Avenue, Brooklyn, New York 11207”] ]”

Prompt for generating a prompt for generating an image
associated with the post

Given the post {content}, output a descriptive prompt to generate
a realistic life image, limit the word to 30 words:

3.2.3 Implementation details. To generate synthetic data, we used
a Python script that interacted with the GPT-4 public API. We
specified a maximum continuation length of 4, 500 tokens. Our
approach to achieving few-shot learning involved utilizing the
“FewShotPromptTemplate” available in the open-source Python
library called “langchain2”. Furthermore, we configured the GPT-4
model with a temperature parameter of 0.9. The resulting images,
generated using OpenAI DALL-E, were set to a size of 256 × 256
pixels.

3.3 Personal data replacement
In the second stage, users can use the identities of the generated
personas to interact with various online services. The sandbox
replaces users’ demographic data within the Google account, real-
time location, IP address, and web browsing history to match the
persona’s attributes. When an online service requests this personal
information, the system offers the synthetic data of the persona.
For the service provider, these data seem genuine, allowing them to
provide personalized content as if they were interacting with a real
user. This approach offers users a risk-free platform to cognitively
understand the tangible consequences of their privacy choices and

2https://pypi.org/project/langchain/

emotionally empathize with the persona in a convincingly interac-
tive environment without exposing their actual personal data. The
subsequent sections detail the process of personal data replacement.

Google account: Since we choose online ads to represent system
outcomes as explained in Section 3.1, data replacement for Google
accounts primarily pertains to information within the Google Ad
Center. Google Ad Center’s control portal3 allows users to cus-
tomize the information provided to Google Ads, encompassing
details of age, gender, language, relationship status, household
income, education, industry, and homeownership. To substitute
the profile data in the Google Ad Center with the privacy data of
the persona, we create a Google account dedicated to the appli-
cation. We use three open-source node.js libraries (“Puppeteer4”,
“Puppeteer-extra”, and “Puppeteer-extra-plugin-stealth5”) to auto-
mate the replacement of profile data. The replacement process
consists of three steps: (1) After entering the personal profile page
in Google Ad Center, we traverse the “aria-labels” of all elements
of the page to identify the attributes that need to be replaced. (2)
We extract the persona attributes from the database and process
the data. (3) Then, we replace the values of target attributes with
the persona’s corresponding information.

Geographical location: Personalized online advertisements are
often tailored based on the user’s geographical location. Chrome
browser supports location override. The replacement of the geo-
graphical location involves two steps. First, based on the persona’s
home address, we use the open-source OpenStreetMap’s geocoding
API6 to obtain the latitude and longitude of the generated persona’s
current address (based on their generated schedule). Then, we use
the “setGeolocation” method from Puppeteer to modify the geo-
graphical location of the webpages based on the obtained latitude
and longitude coordinates.

IP address: We use NordVPN’s API7 to modify the user’s IP
address. Based on the latitude and longitude of the persona’s current
location we obtained from OpenStreetMap, we calculate the nearest
NordVPN server station to that location and select the server with
the lowest load for connection. Once this connection is made, any

3https://myadcenter.google.com/controls
4https://pptr.dev/
5https://github.com/berstend/puppeteer-extra
6https://nominatim.openstreetmap.org/ui/search.html
7https://nord.readthedocs.io/en/latest/reference/api.html
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online service that inquires about the IP address will receive the
server’s IP address instead of the user’s original one.

User agent: To adjust the user agent, we employ the “setUserA-
gent” function in Puppeteer. This replaces the current page’s user
agent with the device and browser details associated with the gen-
erated persona.

Browsing history: Chrome keeps its browsing history on the
local computer using the SQLite database. Before launching the
browser, we utilize a JavaScript script to overwrite the correspond-
ing database file. Specifically, we substitute both the URL table,
which logs visited links, and the visit table, which notes browsing
timestamps, with the browsing history of the generated persona.

3.4 A prototype for study: Privacy Sandbox
3.4.1 Privacy sandbox in action. We demonstrate the use of the Pri-
vacy Sandbox through an example usage scenario. In this scenario,
a user creates a persona to navigate online services, showcasing
the core features of Privacy Sandbox.

Consider Bob, a financial analyst who wants to understand how
private data impacts online ads. Using the Privacy Sandbox, he can
generate a persona and act as the persona to browse websites that
contain ads.

(1) Providing Guidance for Persona Profile Generation: Bob chooses
the “create a new persona” button and enters his guidance
to generate a persona that is similar to his profile. He en-
ters “Financial analyst in Los Angeles, interested in online
gaming and sports.” The “guidance” in this context acts as
a seed or initial information. Users can provide as little or
as much information as they feel comfortable with, ensur-
ing flexibility while guarding their own private information.
This information is not restricted to job titles or locations
but could include hobbies, interests, or any other relevant
information.

(2) Initial Persona Profile Generation and Customization: Upon
receiving the “guidance”, the Privacy Sandbox generates a
preliminary persona for Bob. The persona generated for Bob
is named Carlos Rodriguez, a 30-year-old Hispanic male liv-
ing in Los Angeles. Carlos speaks both English and Spanish
and has a bachelor’s degree in Business Administration. He
works as a financial analyst and earns an annual income of
$75,000. He enjoys online gaming, watching YouTube videos,
and checking sports scores. At this point, Bob can review the
generated persona and modify any attributes of the persona,
as shown in Fig. 4 (b).

(3) Generating Further Privacy Data Aligned with the Profile:
After Bob is satisfied with the profile, he proceeds to gener-
ate the detailed attributes of the persona. This includes the
persona’s device and browser in use, weekly schedule with
location records, browsing history, and social media posts.
Each part is generated to be consistent with the persona’s
profile. Bob has the option to modify or regenerate any part
of these attributes.

(4) Browsing Online Services with the Generated Persona: Once
Bob is satisfied with the persona, he can save this persona for
future use. When he clicks on the “activate” button, the Pri-
vacy Sandbox will activate a Chrome extension that replaces

Bob’s privacy data with the synthesized data of Carlos, the
artificial persona. Bob’s privacy data, including his profile in
the Google Ad Center, browsing history, real-time location,
and IP address, are temporarily replaced. Bob can interact
with websites and online services as usual, but online ser-
vice providers will see him as Carlos and start providing
him with personalized ads, customized content, and algo-
rithmic decisions they would give to a person like Carlos.
Bob can then experiment with different privacy settings (e.g.,
enabling/disabling the access to certain data for a website)
and behaviors (e.g., visiting certain sites when the visits are
tracked, voluntarily providing personal data to a service), ex-
periencing how his user experience has changed as a result.
For example, he may start to observe seeing ads customized
based on the attributes of Carlos.

3.4.2 Implementation. We developed the Privacy Sandbox with
a React-based fronte-nd and a back-end powered by Flask and
SQLite3. They communicate through HTTP requests for API access.
The SQLite database stores different types of synthesized personal
privacy data: persona profiles, schedules, browsing history, Twitter
posts, and Facebook posts.

We commit to open-sourcing our implementation of the Privacy
Sandbox, the Chrome plugin for browser data replacement, as well
as the persona data generation pipeline.

4 USER STUDY
We conducted a user study8 with 15 participants to evaluate our
approach. The study examined the following research questions:

• RQ1: How realistic are the artificial privacy personas gen-
erated using our approach, in comparison to real personal
data and the baseline GPT-generated data?

• RQ2: How do the different characteristics of the synthesized
privacy data of personas impact the user-perceived realness?

• RQ3: Can our approach of replacing user personal data with
our synthesized data of personas invoke changes in system
outcomes?

• RQ4: Can users invoke empathy and perceive the links be-
tween privacy data and system outcomes when using the
Privacy Sandbox?

4.1 Participants
We recruited 15 participants through word-of-mouth, LinkedIn,
and Twitter. Eight of them participated in the study in-person at a
usability lab and seven participated virtually through Zoom. Partic-
ipants were required to complete a pre-screening survey to collect
their basic demographic information, including age, gender, state
of residence, and race/ethnicity. We tried to diversify the partici-
pant group as much as possible. The demographic information of
our 15 participants is shown in the Appendix B. Our participants’
age ranges from 19 to 33, with nine females and six males. Each
participant was compensated with $40 USD for their time.

8The study protocol was reviewed and approved by the IRB at our institution.
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Carlos Rodriguez is a 30-year-old Hispanic male living in 456 Elm Street, Los Angeles, CA 90005. He speaks both 
English and Spanish fluently. Carlos's education background includes a bachelor's degree in Business Administration. 
Carlos's date of birth is 09/14/1993. He is currently working as a financial analyst, with an annual income of $75,000. 
Carlos is single and does not have any children. He enjoys using his computer for online gaming and watching videos 
on YouTube. On his mobile phone, Carlos frequently uses social media to connect with friends and family. When 
browsing the Internet, he enjoys reading news articles and checking sports scores.

Figure 4: Privacy Sandbox User Journey. (a) Providing guidance for Persona’s Profile Generation: The User’s initial input acts
as a seed for persona creation, exemplified by Bob’s specific professional and personal interests. (b) Initial Persona Profile
Generation and Customization: Creation of a preliminary persona “Carlos Rodriguez”, which users can review and modify. (c)
Generating additional privacy data aligned with the profile: Extension of the persona’s attributes, ensuring alignment with the
initial profile.

Figure 5: Browsing Online Services with the Generated Persona: Users, after activating the Chrome extension using their
generated persona, can interact with online services, observing the persona’s influence on targeted ads.
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4.2 Study design
Each study session lasted around 90 minutes. The session consisted
of three phases.

4.2.1 Study procedure. After the informed consent process and a
brief introduction to the study, each participant went through the
following three phases of the study procedure:

• Phase 1: Quantitative evaluation of generated personas
Participants were presented with three personas on our de-
veloped privacy sandbox platform, one each randomly cho-
sen from three distinct groups: personas generated with our
approach, real personas, and personas directly generated us-
ing the GPT-4 model (detailed in Section 4.2.2). Each group
contains eight personas. The order of the personas was ran-
domized. Participants were tasked to rate each persona’s
clarity, completeness, credibility, consistency, and level of
empathy using the five-point Likert scale.

• Phase 2: Qualitative investigation of generated per-
sonas To gain a deeper understanding of user perceptions of
generated personas and how real participants perceive differ-
ent parts of them, we adopted a combined “Think Aloud" [56]
method and semi-structured interview approach. The experi-
menter first introduced the use of the privacy sandbox to the
participants, ensuring that they understood how to gener-
ate and modify personas. Afterward, the selected generated
personas were presented to the participants. As they navi-
gated the personas, participants were instructed to vocalize
their overall impressions and specifically comment on the
elements of the persona’s privacy data (as detailed in Sec-
tion 3.2.1 and Figure 4) enhanced or diminished the sense
of realness. During the “Think Aloud" process, as partici-
pants shared their immediate feedback, researchers could
interject with follow-up questions or ask for clarifications.
If participants identified certain elements as inauthentic or
felt adjustments were needed, the interface allowed them
to directly modify the persona profiles, including attributes,
avatars, weekly schedules, browsing history, and posts. They
could either make direct modifications to the interface or
verbally describe the desired changes. For every modifica-
tion or suggestion, participants were asked to explain their
reasoning. Each participant was exposed to two personas,
counterbalanced, and selected from the eight personas. A
detailed list of all the important attributes of these eight
personas can be found in the Appendix D.

• Phase 3: Analyzing ad-persona connections In this phase,
participants completed the task of correlating the persona
information with the advertisements on given websites. The
goal of this phase is to investigate whether users can perceive
the correlation between privacy data and system outcome
(e.g., target ads). Each participant completes the task for two
personas that they have not seen before, randomly selected
from the personas generated by our mechanism. For each
persona, first, the participant read a persona using the pri-
vacy sandbox prototype. After reading, they clicked on a
designated “active” button. This triggered the launch of a
new browser window by the sandbox that automatically re-
places their real personal data with the persona’s synthetic

data. As explained in Section 3.3, the sandbox replaced per-
sona attributes, browsing history, location, and IP address
(as seen in Figure 5). Then, the participant was asked to read
the home pages of two websites for each persona, randomly
chosen from the five websites shown in Table 2. Participants
were tasked to identify ads that are targeted to the current
persona, record them in a spreadsheet, and explain how the
ads relate to the persona in a think-aloud manner.

4.2.2 Personas. We prepared three groups of personas for the
study: (1) artificial personas generated using our approach; (2) real
personas collected from users; and (3) personas generated directly
using the GPT-4 model. Each group contains eight personas.

Personas generated with our approach: Using our proposed
approach (described in Section 3.2), we generated personas using
a diverse range of demographic attributes such as age, city, ed-
ucational background, and gender (See Appendix D for the full
details).

Real personas:We recruited eight adult participants to create
a sample set through word-of-mouth and social media including
LinkedIn and Twitter. We collect the same list of information as
the list of synthesized privacy attributes for artificially generated
personas. All participants were fluent in English, had active Face-
book and Twitter accounts, and were willing to share their posts
and browsing data for the past week. The group had diverse demo-
graphics as shown in Table 1.

ID Age Gender Education level Ethnicity Digital Literacy

1 27 Female Master Asian 5
2 19 Female Bachelor Asian 5
3 20 Male High school White 5
4 28 Female Master Asian 4
5 25 Male Bachelor Black 5
6 28 Female Master White 5
7 23 Female Master Hispanic 4
8 33 Male Ph.D. Asian 5

Table 1: The demographic information of real personas. The
digital literacy was self rated on a 5 Likert scale where 1
stands for “not at all proficient” and 5 represents “highly
proficient”.

To preserve their anonymity, we took the following measures to
strike a balance between protecting their privacy and maintaining
the perceived realness of the personas:

(1) We replaced any data disclosing their actual names with
pseudonyms. When generating pseudonyms, we generated
names that align with the cultural background of the persona
based on their race/ethnicity.

(2) We used generated profile pictures based on their age and
race/ethnicity to replace their real portrait.

(3) We replaced their real addresses with fictitious ones that
plausibly resembled their actual locations.

(4) We examine the browsing history and social media posts
collected to anonymize entries that contained sensitive per-
sonally identifiable information.
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GPT-generated personas: To compare the quality of our per-
sona generation pipeline with that of using GPT-4 directly, we
generated eight personas using GPT-4 without using the few-shot
learning, contextualization, and chain-of-thoughts techniques pro-
posed in this paper. We used similar input guidances to ensure a
diverse representation of the generated results. We demonstrate the
baseline prompts to generate social media post content for personas
in this condition as an example. The complete prompts are provided
in Appendix A.

Prompt to generate social media post content for GPT-
generated personas

Provide ideas for this person to write posts (limit the word to
140 words).
Output the posts in the following JSON format in plain text:
{ “time”: <time in string format>, “address”: <address where
this person shares the life>, “content”: <content>, “latitude”:
<fake latitude>, “longitude”: <fake longitude>, “timezone”: <time
zone>, “locale”: <locale> }

4.2.3 Websites. We selected five representative websites (as shown
in Table 2) to test the Privacy Sandbox with personalized advertise-
ments. We adopted the method previously used by Zeng et al. [112]
to curate the sample websites. Our selection criteria encompassed
the following aspects: 1) inclusion of a diverse range of website top-
ics, 2) presence of multiple advertisements on the chosen websites,
and 3) advertisements are sourced from Google Ads. This choice
was motivated by (1) Google Ads is by far the most popular adver-
tisement platform on the Internet with the reach of over twomillion
websites and apps and over 90% of Internet users worldwide9; (2)
Google Ads has comprehensive access to personal data stored in
the Chrome browser (e.g., browsing history, Google accounts) used
in our study.

Website Topics # of Ads Site Rank

www.weather.com Weather forecasts 8 37
www.cnn.com National news 8 89
www.researchgate.net Academic paper 3 556
www.usnews.com National news 3 1,165
www.fashionista.com Fashion 5 78,490

Table 2: Websites visited by participants in the study

4.3 Data analysis methods
To analyze the quantitative data collected from the Likert scale
survey, we employed one-way ANOVA for each survey item to
evaluate the significant difference in mean scores regarding the
personas’ realness among three groups: our approach, the baseline
GPT, and real personas. Whenever significant differences emerged,
we conducted post-hoc tests using Tukey’s pairwise comparisons
to gain deeper insights into these distinctions.

9https://support.google.com/google-ads/answer/117120?hl=en

For qualitative data analysis, we followed established open cod-
ing procedures [23]. Two members of our research team indepen-
dently initiated the coding process inMAXQDA. A researcher coded
20% of the sample and generated a set of initial codes. Subsequently,
the second researcher coded the same portion to introduce new
codes if necessary. Non-agreement cases were discussed to recon-
cile differences and establish a cohesive codebook. Utilizing this
codebook, we conducted a thematic analysis to uncover and delin-
eate the significant themes that emerged during the interviews and
were relevant to the established codes. The complete codebook is
presented in Appendix C. These themes were then consolidated
and evolved into study findings that are detailed in Section 5.

5 RESULTS AND FINDINGS
5.1 Users’ perceived realness of privacy

personas (RQ1)
We applied one-way ANOVA and post-hoc tests to analyze the
difference in perceived realness of users for three groups of per-
sonas. Fig. 6 shows the mean and standard error for each measure,
including credibility, consistency, clarity, and empathy.

5.1.1 Credibility: Significant differences (𝑝 < 0.05) in credibil-
ity were found between real personas (𝑀 = 4.83, 𝑆𝐷 = .408)
and GPT-generated personas (𝑀 = 3.17, 𝑆𝐷 = .753) and between
real personas and personas generated with our approach (𝑀 =

3.67, 𝑆𝐷 = .516). No significant differences were observed between
the GPT-generated personas and the personas generated with our
approach. These results imply that while the persona generated
by our approach received higher rating scores compared to the
GPT-generated persona, the current generation models still fall
short of achieving the level of credibility found in real personas.

5.1.2 Consistency: All measures indicate significant differences
(𝑝 < 0.05) in consistency between real personas (Q2:𝑀 = 4.17, 𝑆𝐷 =

.753, Q3: 𝑀 = 3.50, 𝑆𝐷 = .548, Q4: 𝑀 = 4.17, 𝑆𝐷 = .753) and GPT-
generated personas (Q2: 𝑀 = 2.00, 𝑆𝐷 = .753, Q3: 𝑀 = 1.83, 𝑆𝐷 =

.548, Q4: 𝑀 = 2.17, 𝑆𝐷 = .983), while there are no significant
differences (𝑝 < 0.05) in consistency between real personas and
personas generated by our approach (Q2:𝑀 = 3.00, 𝑆𝐷 = 1.549, Q3:
𝑀 = 3.33, 𝑆𝐷 = 1.506, Q4: 𝑀 = 4.00, 𝑆𝐷 = .894). Although there
are no significant differences (𝑝 < 0.05) between GPT-generated
personas and personas generated by our approach in the overall
consistency assessment (Q2), significant differences (Q3: 𝑝 < 0.1,
Q4: 𝑝 < 0.05) are observed in the consistency of specific privacy
attributes between them.

5.1.3 Clarity: No significant differences (𝑝 < 0.05) in information
clarity are found between real personas (𝑀 = 4.33, 𝑆𝐷 = .816), GPT-
generated personas (𝑀 = 3.67, 𝑆𝐷 = 1.211) and personas generated
with our approach (𝑀 = 4.17, 𝑆𝐷 = .983).

5.1.4 Empathy: A significant difference (𝑝 < 0.05) in cognitive
empathy (Q6) is found between GPT-generated personas (𝑀 =

2.17, 𝑆𝐷 = 1.169) and personas generated by our approach (𝑀 =

3.67, 𝑆𝐷 = 1.033). No significant differences are observed between
real personas (𝑀 = 3.33, 𝑆𝐷 = .816) and GPT-generated personas
and between real personas and generated by our approach. No

https://support.google.com/google-ads/answer/117120?hl=en
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Figure 6: Means and standard errors of each measure in three conditions: GPT-generated persona, our generated persona, and
real persona. All items are measured by user ratings on a 5-point Likert scale.

significant differences (𝑝 < 0.05) in emotional empathy (Q7) in in-
formation clarity are observed among real personas (𝑀 = 2.50, 𝑆𝐷 =

.837), GPT-generated personas (𝑀 = 3.33, 𝑆𝐷 = .816) and personas
generated with our approach (𝑀 = 3.33, 𝑆𝐷 = 1.033).

Our results suggest that personas created using our method
improve users’ understanding of the personas’ motivations when
compared to those generated by GPT. However, the behavior of
real personas is influenced by intricate factors. This complexity
may cause users to exhibit slightly reduced cognitive empathy for
real personas compared to those we generated. Interestingly, users
showed no significant difference in emotional empathy across the
three persona categories. The overall empathy scores (both cogni-
tive and emotional) were moderately low. This could be because
users only reviewed the profiles and did not immerse themselves
in the personas’ identities to experience the impact of privacy at-
tributes on system outcomes. However, we observed that users
expressed noticeable excitement or surprise when using personas’
identities and encountering highly relevant advertisements (details
in Section 5.4). This suggests that relying solely on browsing per-
sonas’ information has limited efficacy in eliciting empathy. The
actual interactive experience of using personas through the Privacy
Sandbox might be necessary to foster greater empathy towards
personas.

5.2 Factors influencing the perceived realness
of generated personas (RQ2)

5.2.1 Familiarity with the generated persona. Participants’ percep-
tions of a persona’s realness often correlated with their familiarity
with that persona. For example, a participant from the financial
sector, upon reviewing two personas (a financial analyst and a de-
signer), remarked, “I think this one (designer) is better than the last
one (financial analyst)... Perhaps because I’m familiar with financial
analysts.” Variability in familiarity with the same persona can lead
to differing views on its realness. To illustrate, concerning the per-
sona of a psychology research assistant, one participant felt the
profile details matched the persona, saying, “I think it (the schedule)
is pretty much consistent with the personal information.” Yet, another
participant expressed skepticism about the given work schedule,
commenting, “I think her working time is a little bit short. I expect
(this) because I know some research assistants. I think they are busy.”

5.2.2 Deviation from personal experiences. Participants perceived
personas as realistic when their behavior matched their own per-
sonal experiences, often resulting in positive feedback. For example,
one participant stated “I think this day looks good because it looks
like he was working this whole time until he went home and then
watched YouTube and, um, like exercise.” However, when there were
discrepancies between the personas and the participant’s own expe-
riences, it led to skepticism or dissatisfaction. These discrepancies
arise in two main contexts:
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Discrepancies in Perception of Specific Individuals. This occurs
when a persona does not match a participant’s perception of a
certain group of people. The discrepancies could relate to specific
attributes or be more general.

(1) Specific Attributes: Participants questioned the realness of a
persona if certain details did not align with their experiences.
For instance, after seeing personas of a financial analyst and
a cashier, six participants felt the given income was too low.
A participant noted, “One thing that I would notice is usually
financial analysts make a lot of money. So $70,000, this annual
income does not seem reasonable. This seems unusual to me,
given that Michael was born in 1981, he is 40 years old, so
he probably has a lot of experience in the field. He definitely
should have been making more than $70,000.” Another issue
raised was about browsing history; participants felt the con-
tent was too basic for an experienced individual, with one
commenting, “Given his age, I think he is an experienced cus-
todian, does not need to search for the information about this
job itself.”

(2) Overall Impression: At times, the deviation from personal
experience was not attributed to a specific privacy attribute
but rather to participants’ overall impression of the persona.
One participant, after reviewing all of a persona’s informa-
tion, said, “This is like a fake person someone’s trying to learn
human behavior...It’s like the whole thing looks too perfect to
be real...It’s like intentionally proving I’m doing this...Make me
feel she’s being controlled? Probably by her husband and just
posing those things to show I’m alive” This overall deviation
often triggers users to question the realness of the persona
more deeply.

Discrepancies in Privacy Attributes. This pertains to inconsisten-
cies in specific details when compared to the participants’ own
experiences. Discrepancies were observed in weekly schedules,
browsing histories, and social media posts.

(1) Weekly Schedule: All participants felt that the work hours
for the personas were too lengthy, with observations such
as, “It looks like they work at least 8 hours a day. Notice that I
mean yeah 8 hours a day for seven days a week.”

(2) Browsing History: Four participants believed that browsing
history was too centered on work, lacking diversity. One
commented, “The website she is browsing is all about her job
uh is all related to her job and her professional, but uh they are.
There should be some other content about her life.” They also
expected more continuity in browsing, mentioning, “I would
continue to click the content in those websites. So again, those
links, those four links should be the same...should be consistent
or should be progressive.” Participants were also skeptical
of identical timestamps on different records, with a remark,
“She cannot be on the same page at the exact same time. This
is to the second exact same time. This is incorrect.”

(3) Social Media Posts: Some participants felt that the posts were
overly positive and superficial. One observation was, “I feel
strange about his posts is that he always appears so positive,
like his life is so perfect and he’s very proud of his work.” They
thought that the contents were superficial, and lacked depth
in emotions and thoughts, as one participant mentioned,

“There’s no real emotion...it just feels like she wants to prove
something to you.”

5.2.3 Consistency within the data. Our generated persona is gener-
ally consistent across various privacy data attributes, a feature that
participants frequently acknowledged and praised. For example,
some remarked, “The Facebook and Twitter posts are pretty consistent
with the content in calendar timing.” and “It seems very real and then
she started browsing at 6:00 am.” However, certain inconsistencies
in the generated data made some users question the realness of the
persona. These inconsistencies can be broadly classified into two
categories: direct data inconsistencies and out-of-context generated
content.

(1) Direct Data Inconsistencies: These inconsistencies can be ob-
served within a single data type or across different attributes.
For instance, many participants noted that in the weekly
schedule, the same event occurred at different locations ev-
ery day (e.g., “his workout location changes every single day”),
or in social media posts, different images within the same
post depicted inconsistent people or scenes (e.g., “It’s weird
because for her desk changes across the pictures”). Regarding
inconsistencies across different attributes of data, partici-
pants found inconsistencies between the browsing history
and the schedule (“In the afternoon and evening, he’s not using
the internet or his mobile phone. And in the schedule, it should
have more history about liking YouTube videos, social media
interaction”). This indicates a need to strike a better balance
between randomness and diversity in content generation
through large language models for future work.

(2) Out-of-Context Content: Users identified certain generated
browsing histories as not aligning with the persona’s de-
scription. For instance, “there are many histories about bike
riding, but in his profile, there is no information about riding a
bike.” Such discrepancies were attributed to sample leakage
during the few-shot learning process. For example, the model
was exposed to browsing samples related to bike garages. To
enhance the realness and relevance of generated data, we
must address such technical issues in future iterations.

5.3 System outcomes influenced by privacy data
replacement (RQ3)

To assess the changes in system outcomes as a result of privacy
data replacement, we calculated the advertisement overlap rate for
eight generated personas across five selected websites using the
following method:

ad overlap rate =
number of duplicated ads between personas

total number of ads in a website

The rationale behind themetric is that: if the privacy data replace-
ment approach is effective, users should see distinct advertisements
when they switch between different personas.

For every website considered, we began by gathering all the
advertisements presented when accessing the site with each of the
eight personas. Among these ads, we specifically noted those that
appeared for multiple personas, effectively highlighting the number
of ads that overlap or duplicate across personas.
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Michael Johnson is a 42-year-old African American male living in 
123 Oak Street, Atlanta, GA 30303. He speaks English and his 
education background includes a bachelor's degree in Business 
Administration. He is currently working as a financial analyst, with 
an annual income of $70,000. Michael is single and does not have 
any children. He enjoys using his computer for online gaming and 
browsing news websites. When using his mobile phone, he prefers 
to use social media and watch videos. On the internet, he likes to 
research investment opportunities and read financial blogs.

Linda Nguyen is a 53-year-old Asian American female living in 26 
Oak St, San Francisco, CA 94102. She speaks English and her 
education background includes a bachelor's degree in Fine Arts. 
She is currently working as a senior graphic designer, with an 
annual income of $125,000. Linda is married and has two children. 
She enjoys designing and editing graphics on her computer, using 
professional software and a stylus for precise control. On her 
mobile phone, she likes to browse social media and play puzzle 
games. When using the internet, she enjoys researching design 
trends and reading articles about art and creativity.

Personas Encountered ad examples

Figure 7: Examples of different ads encountered by participants when browsing the selected websites using various persona
identities. Note that participants who used the first persona received ads about shows in Atlanta (associated with the location),
investment tools (associated with the profession and browsing history), and shoes for men (associated with gender), while
participants who used the second persona received different ads associated with her attributes.

Website duplicated ads total ads ad overlap rate

www.weather.com 22 47 46.81%
www.cnn.com 9 60 15.00%
www.researchgate.net 8 25 32.00%
www.usnews.com 8 21 38.10%
www.fashionista.com 16 36 44.44%

Table 3: The ad overlap rate for each website.

Table 3 shows the result of the ad overlap rate for each selected
website. The overlap rates for all websites are less than 50%. This
implies that when users switch between eight personas, more than
half of the ads they encounter are unique to a single persona. Fig.
7 shows the variations in the ads on weather.com for different
personas. In subsequent sections, we will dive deeper into how
users associate these advertisements with the underlying private
information of the personas.

5.4 Perceived links between privacy data and
system outcomes (RQ4)

All participants, while browsing the websites as personas, encoun-
tered ads related to the persona’s privacy attributes. When inquired
about the ads, participants perceived the connections between the
ads and the persona in two ways.

(1) Direct connection based on privacy attributes: Participants
noticed an explicit correspondence between the ads and the per-
sona’s privacy attributes. Participants often associated ads with
personas based on their interests, hobbies, daily activities, occupa-
tion, educational background, marital status, and family situation.
For example, one participant claimed that an Xfinity ad was relevant
to the selected persona because “he does a lot of social media, gam-
ing, YouTube. So he maybe wants to use Xfinity to watch something.”
When an ad seemed especially pertinent to a persona, it evoked
reactions of excitement or surprise. For instance, when a partic-
ipant was browsing the website through a persona living in Los
Angeles and saw an ad promoting environmental protection in the
same area, she said, “[The ad is] very real because it’s located in Los
Angeles.” Sometimes, even when users subjectively did not consider
an advertisement to be highly related to the persona, they could still
speculate about the reasons for encountering the ad. A participant
said “Max may be tangentially related because he is interested in
gaming. So the algorithm might assume that somebody who’s inter-
ested in gaming might be interested in media services as well.” These
reasoning processes and emotional reactions demonstrate partici-
pants’ cognitive and affective empathy toward personas. Further-
more, it underscores their enhanced privacy knowledge through
the examination of ad-persona relationships. By summarizing and
generalizing the patterns evolved from the correlations, users may
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leverage such knowledge to reflect on and improve their privacy
settings and configurations.

(2) Indirect connection based on personal association and stereo-
types: Interestingly, sometimes users were unable to directly pin-
point a specific privacy attribute related to an ad, but still considered
the ad relevant to the persona because they made associations based
on known privacy information about the persona. Such judgments
were sometimes made on their personal biases or societal stereo-
types. A typical example is when a participant believed that a tire
ad was related to an African-American persona. Although the per-
sona’s profile did not mention any information related to tires, the
participant expressed, “I think honestly the [ad] save time and money
for tires is more for African Americans. Because of African American
culture, they like to modify their tires.”

These associations based on personal experiences or stereotypes
sometimes led participants to draw different conclusions about
similar ads. For example, when impersonating the same personas
who owned cars, some participants stated that the car advertise-
ment was irrelevant to the persona because "she already has a car
(so she wouldn’t buy another one)" Others considered the ad as
relevant because “She might be able to afford to buy a [new] car.”
These association-based inferences, while reflecting participants’
cognitive empathy with the persona, raise doubts about whether
their judgments help them accurately understand the connection
between privacy information and system outcomes.

6 DISCUSSION
6.1 A trade-off in the impact of familiarity and

persona realness on empathy (RQ2)
Previous work in psychology reported that users often exhibit
stronger empathy towards individuals they are more familiar with
[73, 82]. However, when the object shifts from real people to gener-
ated personas, both the user’s familiarity with the persona and their
perceived realness of the persona impact their empathy towards
the persona.

As described in Section 5.2.1, there exists a trade-off between
the participants’ evaluation of the persona’s realness and their
familiarity with the persona. Specifically, when participants are
more familiar with the persona, they are more likely to notice
issues within the generated data that make a persona “appear fake”.
This, in turn, results in a negative impact on the user’s level of
empathy with the persona. While many of these issues are indeed
data quality problems, which are more discernible to users deeply
versed in the domain, some other “unrealistic” details perceived by
users are linked to biases influenced by the personal experience of
users, which we will discuss in Section 6.2.

Ideally, users should view personas as both familiar and authen-
tic. Yet, the constraints of current large language models hinder
achieving optimal realness [49]. One method of compensating for
the impact of reduced realness is to maintain a balance in famil-
iarity. The goal is to prevent users from seeing personas as too
alien or too familiar, which might reveal data inaccuracies. To find
the equilibrium and explore the trade-off, we intend to conduct
more in-depth user studies, allowing users to experience gener-
ated personas with varying levels of realness and familiarity. These
studies will help us assess users’ empathy towards these personas

and delineate the interrelation between familiarity and perceived
realness in invoking empathy.

6.2 The influence of personal views on empathy
and privacy literacy (RQ2 & RQ4)

User empathy towards personas is influenced not only by their
familiarity with the domain, but also by their personal views. As
highlighted in Section 5.2.2, participants with different personal
views perceived the privacy attributes (e.g., income, weekly sched-
ule, and browsing history) of the same persona differently. Devi-
ations between a persona’s privacy attributes and a user’s views
can lower the persona’s perceived realness. Such views can arise
from personal experiences, observations, or even stereotypes. The
personal views of users may stem from their own experiences (e.g.,
a participant working in the finance sector feeling that the data for
a “financial analyst” persona is not realistic enough), observations
of others’ experiences (e.g., a participant with research assistant
friends believing that research assistants should have longer work-
ing hours), or even personal stereotypes (e.g., a participant thinking
that African Americans enjoy changing tires).

These biases can distort the user’s understanding of the rela-
tionship between privacy attributes and system results, as noted in
Section 5.4. We found that users sometimes explain the results of
the system based on personal associations and stereotypes rather
than specific privacy attributes, which raises concerns about the ac-
curacy of the knowledge that users acquire. Future work is needed
to address the complex interplay between users’ personal views,
empathy towards personas, and their personal biases stemming
from stereotypes. One promising opportunity is to develop sense-
making tools to aid users in better understanding and reflecting on
their experiences and facilitate the transition of these experiences
into accurate privacy knowledge.

Visualization can play a vital role in this direction, assisting users
to compare privacy data and system outcomes to foster a more
informed and objective understanding of the underlying reasons
behind system outcomes. Additionally, research can delve into
techniques to mitigate personal biases in user judgments, ensuring
that users’ interpretations are grounded in objectivity rather than
predispositions.

6.3 Acquisition of privacy knowledge (RQ3 &
RQ4)

In Section 5.3, we confirmed that the outcomes of web services and
applications are sensitive to privacy modifications by the Privacy
Sandbox. Our results also showed that users can indeed perceive the
connection between these changes and the persona’s privacy data.
We expect that this experience will allow them to acquire privacy
knowledge and enhance their privacy literacy, which ultimately
leads to behavior changes.

As discussed in Section 5.4, we observed that users actively
engaged emotionally and cognitively when they experienced per-
sonalized advertisements associated with the privacy attributes of
personas. They felt excited or surprised when they encountered
highly relevant advertisements, and were able to identify and inter-
nalize the consequences of sharing specific privacy attributes by
relating the ads they saw to the privacy attributes of personas.
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This demonstrates the potential of using our proposed approach
to support users in experiential learning [45] for privacy knowl-
edge. Our privacy sandbox prototype provides users with personal
involvement in learning privacy knowledge, as both the feelings
and the cognitive aspects of users are engaged. Furthermore, this
approach serves as a way of scaffolding [46], enabling users to ex-
perience the influence of privacy attributes on system outcomes
that they were unable to manage on their own [70].

Through our approach, users can independently contextualize
the privacy attributes of specific personas and understand how
the system uses privacy information for personalized content. To
validate the effectiveness of this approach in enhancing users’ ac-
quisition of privacy knowledge, future steps involve using rigorous
tests to assess the privacy knowledge of users before and after using
the approach. Furthermore, observing how users apply the privacy
knowledge they gain from this approach in simulated or real-world
settings can provide deeper insights into how the knowledge im-
pacts users’ privacy behaviors.

6.4 Biases in LLMs and their impact on
generated personas

Previous work has shown that Large Language Models (LLMs) like
GPT risk amplifying existing stereotypes [21, 74, 89, 94]. However,
these biases within the personas generated may not be detrimental
in the specific context of our study.

From the system’s perspective, when recommendation systems
process personas’ privacy data that reflect real-world biases, they
will produce representative outcomes resembling the service or
experiences in the real world due to the inherited biases stemming
from these systems. This means that, even if our generated personas
contain biases, they can actually contribute to the realness of the
recommendations made by external websites and apps.

6.5 Ethical and legal considerations
While our proposed method has the potential to bring significant
benefits to privacy literacy education and positive privacy behavior
changes, we also identified some ethical and legal risks in adopting
this approach.

Biases may reinforce users’ stereotypes. While the biases and
stereotypes in generated privacy personas may make them effective
with external recommendation systems, prolonged and repeated
exposure to the generated personas with biases may reinforce their
pre-existing stereotypes. When using this method, we need to warn
users of the risk of potential bias and stereotypes that may be
present in the generated persona. Future work is also needed to
better mitigate this effect.

Malicious misuse may lead to potential cybersecurity concerns.
While our proposed approach is dedicated to enhancing users’ pri-
vacy literacy, the method of generating realistic personas to create
difficult-to-detect bots or use persona identities for phishing activi-
ties. Therefore, this approach necessitates more stringent technical
and policy constraints to mitigate potential security concerns asso-
ciated with its use.

6.6 Limitation and future work
We summarize the limitations of our work in four aspects and
suggest future steps for each of them: the generation pipeline, the
privacy sandbox prototype, the experiment design, and the gener-
alizability of downstream tasks.

6.6.1 Generation pipeline. While our current generation pipeline
was shown to be generally capable of creating artificial personas
that are sufficiently realistic to stimulate changes in system out-
comes and invoke user empathy, in Section 5.2.3, users pointed out
the issues of inconsistencies in the current generated persona data.
We found that these inconsistencies were partly due to the inher-
ent randomness embedded in the output of large language models
and also resulted from inductive biases [60] during the few-shot
learning process. Such biases can cause generated data to resemble
the example data, resulting in users perceiving the generated infor-
mation as out of context. Our planned future steps to address this
issue include fine-tuning the model to enhance data consistency
and reduce the generation of irrelevant data. We also plan to store
and represent the facts generated about artificial personas more
formally in a knowledge graph and improve the coherence within
the generated data using knowledge infusion techniques [52, 72].

6.6.2 Privacy sandbox prototype. The main role of our current Pri-
vacy Sandbox prototype was to serve as a proof-of-concept and
to support the experiment presented in this paper. Thus, it only
supports browser tasks. However, while the web browser is the
primary way through which users interact with online services and
engage in privacy behaviors, there are other mediums for privacy
behaviors that our current privacy sandbox prototype does not
support, such as mobile apps and smart home devices. Its support
for different types of privacy attributes is also limited, missing sup-
port for popular data types such as sensor data and search history.
Furthermore, while we have successfully generated realistic social
media posts for artificial personas and posted them by invoking the
corresponding APIs of social media platforms using scheduled tasks,
this approach takes a considerable amount of time (i.e., two weeks
to simulate two weeks of social media post history). To address
these issues, we will expand our Privacy Sandbox to support other
platforms and broaden its support for directly replacing varieties
of privacy data types, such as social media posts and sensor data.

6.6.3 Experiment design. The goal of the experiment design pre-
sented in this paper was to validate the feasibility of our approach
in stimulating changes in system outcomes and invoking user em-
pathy. As a result, the experiment did not aim to directly measure
the extent to which users acquired privacy knowledge or the sub-
sequent shifts in their privacy behavior as a consequence of our
approach. Although the qualitative findings of the interviews with
participants suggest a strong potential of our approach to achieve
these two goals, more work is needed to validate such hypotheses in
long term and in-the-wild context. Our study is an initial endeavor
to enable users to empathize with generated personas, understand
their privacy goals, and gain privacy insights by observing and cor-
relating the system outcomes with privacy attributes. In the future,
we plan to collect additional qualitative data when user evaluate
the perceived realness across three groups of personas. This will
help identify the key factors and issues that influence the perceived
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realness. We will also conduct pre-tests and post-tests with users
between their usage of our system to assess their acquisition of
privacy knowledge, as well as longitudinal deployment studies to
measure changes in users’ privacy behaviors over time.

6.6.4 Generalizability of downstream tasks. In our experiment, we
chose personalized online advertisements as the target domain of
downstream tasks due to their ubiquity, user familiarity, and sen-
sitivity to modification of privacy data. Nevertheless, we expect
that our approach can generalize to empowering users to experi-
ence the outcomes of their privacy behaviors in a wide range of
downstream tasks, such as dynamic social media feeds, algorith-
mic decision-making, and news recommendations. When acting as
the generated personas with various personal profiles and social
media posts, users can explore the association between privacy
attributes and new friends or posts on social media. In addition,
when browsing the recommended news presented to the gener-
ated personas with distinct browsing histories, online interests, and
locations, users can also uncover the connections between these
attributes with the recommended news. For the next phase in the
development of our Privacy Sandbox, we plan to add support for
these additional downstream tasks, followed by the next rounds of
deployment and experiments where we will assess our approach’s
effectiveness in stimulating empathy, facilitating the acquisition
of privacy knowledge, and promoting positive privacy behavior
changes in these domains. In the end, upon study results validating
its positive impacts, we will publicly release the Privacy Sandbox
and promote its adoption through community outreach events for
broader impacts.

7 CONCLUSION
Aiming to mitigate the privacy gap between attitudes, goals, knowl-
edge, and behavior, we introduced an empathy-based approach that
allows users to experience how privacy attributes may alter system
outcomes in a risk-free sandbox environment from the perspective
of artificially generated personas. A user study with 15 participants
confirmed the quality of the generated personas, validated the ef-
fectiveness of our approach in invoking user empathy and system
outcome changes, and characterized the impact of users’ familiar-
ity, personal experiences, and data consistency on their perceived
realness and empathy toward these personas. Our findings offered
design implications for implementing this approach in different
downstream applications, with the aim of improving user privacy
literacy.
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A PROMPTS AND FEW-SHOT LEARNING
EXAMPLES

A.1 Prompts and few-shot learning examples
for generating personas using our approach

Prompt to generate persona description

Return a realistic profile. This year is 2023. The income should
be in dollars. The birthday should be in the MM/DD/YYYY
format. The demographic of this person should represent the
US population sample.
The generated profile should match the following guidance:
<guidance>.
Fit into the braces in the profile:
{First name} {Last name} is a {age ranging from 18 to 70 subject to
continuous uniform distribution} {race} {gender} living in {real
home address with street, city, state, and zip code}. {Pronoun}
speaks {spoken language}. Pronoun’s education background
is {educational background}. {Pronoun}’s date of birth is {date
of birth}. {Pronoun} is a {occupation}, and the annual income
is {income in dollar}. {marital status} {parental status} {detailed
habits and preferences when using the computer, mobile phone,
and the Internet}.

The format of the generated result should look like the following
examples: <few-shot learning example>
Return the profile in only one paragraph.

Few-shot learning example for the generation of persona
description

Abigail Patel is a 32-year-old Asian American female living at
325 Main St, Newark, NJ 07102. She speaks English and her edu-
cational background includes a bachelor’s degree in Marketing.
Abigail’s date of birth is 05/26/1991. She is currently working as
a marketing manager, with an annual income of $85,000. Abigail
is married and has two children. She enjoys browsing social
media and streaming movies on her mobile phone during her
free time. When using her computer, she prefers using a wire-
less mouse and keyboard for easy navigation. On the internet,
she likes to shop for clothes and read reviews before making a
purchase.

Prompt to generate privacy attributes

<few-shot learning example>
Given the profile: <persona>.
Return the attributes in this format:
{“first name”: “”, “last name”: “”, “age”: “”, “gender”: “”, “race”: “”,
“street”: “”, “city”: “”, “state”: “”, "zip code”: “”, “spoken language”:
“”, “educational background”: “”, “birthday”: “”, “job”: “”, “income”:
“”, “marital status”: “”, “parental status”: “”, “online behavior”: “”}

Few-shot learning example for the generation of privacy
attributes

Given the profile: Abigail Patel is a 32-year-old Asian Ameri-
can female living at 325 Main St, Newark, NJ 07102. She speaks
English and her educational background includes a bachelor’s
degree in Marketing. Abigail’s date of birth is 05/26/1991. She
is currently working as a marketing manager, with an annual
income of $85,000. Abigail is married and has two children. She
enjoys browsing social media and streaming movies on her mo-
bile phone during her free time. When using her computer, she
prefers using a wireless mouse and keyboard for easy navigation.
On the internet, she likes to shop for clothes and read reviews
before making a purchase.
Return the attributes in this format:
{“first name”: “Abigail”, “last name”: “Patel”, “age”: “32”, “gender”:
“female”, “race”: “Asian American”, “street”: “325 Main St”, “city”:
“Newark”, “state”: “NJ”, "zip code”: “07102”, “spoken language”:
“English”, “educational background”: “bachelor’s degree in Mar-
keting”, “birthday”: “05/26/1991”, “job”: “marketing manager”,
“income”: “85,000”, “marital status”: “married”, “parental status”:
“has two children”, “online behavior”: “She enjoys browsing so-
cial media and streaming movies on her mobile phone during
her free time. When using her computer, she prefers using a
wireless mouse and keyboard for easy navigation. On the inter-
net, she likes to shop for clothes and read reviews before making
a purchase.”}

Prompt for generating portrait image prompt

Given the profile description, output a descriptive prompt to
generate a realistic human head portrait image, limit the word
to 30 words: {persona description}

Prompt to generate device and browser

Given the profile: {persona}, infer the browser and device the
person uses:

Prompt to generate schedule

<few-shot learning example>
You are acting as a game event designer. Write daily events
for this person: {persona description}. Show me a reasonable
schedule for this person from {start_date} to {end_date}. The
life in the period is similar to 2021. You can generate fake but
reasonable data that is related to the profile. The start time of
one day is 00:00:00. Generate events from 00:00:00 to 23:59:59
for each day.
Return a list of dict.
Output the following JSON format in plain text:
{ “start time”: <start moment of the event>, “end time”: <start
moment of the event>, “event”: <event> }
Never provide additional context.
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Few-shot learning example for the generation of schedule

“profile”: “Daniel Chan is a 30yearold Asian man living in Seattle,
Washington with zip code 98101. He is a project manager, and
the annual income is around one hundred and twenty thousand
USD. He lives alone in a studio apartment and likes to keep his
space clean and organized. In his free time, he enjoys playing
video games and reading books on his Kindle. He also likes to
use social media platforms such as Twitter and Reddit to keep
up with the latest news and trends. ”
“location_history”: [ [“2023-06-05 00:00:00”, “2023-06-05
07:00:00”, “Home - 1420 5th Ave, Seattle, WA 98101”], [“2023-06-
05 07:00:00”, “2023-06-05 08:30:00”, “Golds Gym - 1220 Howell
St, Seattle, WA 98101”], [“2023-06-05 08:30:00”, “2023-06-05
09:00:00”, “Starbucks - 1125 4th Ave, Seattle, WA 98101”] ]

Prompt to generate browsing history

<few-shot learning example>
Given the person’s profile: {persona description}, and the sched-
ule: {schedule}, generate {number} browser history entries from
{start_date} to {end_date}.
No browsing history between 00:00:00 and 07:00:00. The web-
page title should reflect the content in the webpage url. The
webpage be reasonable and related to the the schedule. Don’t add
the address of the schedule to the webpage title. The datetime
should be realistic and associated with the webpage content.
The datetime second should not be 0. The datetime should be
dispensed in one day.
You can generate fake but reasonable data that is consistent with
the profile and schedule. Output following list format in plain
text:[[<datetime>, <webpage titile>, <webpage url>],]
Never provide additional context.

Few-shot learning example for the generation of browser
history

“profile”: “John Smith is a 25yearold Caucasian male living at
123 Park Ave, New York, NY 10001. He speaks English and his
educational background includes studying Computer Science
and Data Analysis. John’s date of birth is 09/15/1998. He is
currently a student, and his annual income is $5000. John is
single and does not have any children. He enjoys coding and
exploring new technologies on his computer. On his mobile
phone, he prefers using apps for productivity and staying up
to date with the latest tech news. When using the Internet, he
enjoys participating in online coding forums and watching
tutorial videos to enhance his skills.”

“schedule”:[ [‘2023-07-10 00:00:00’, ‘2023-07-10 07:00:00’,
‘Home - 123 Park Ave, New York], [‘2023-07-10 07:00:00’,
‘2023-07-10 08:00:00’, ‘Morning Exercise - 987 8th Ave, New
York, NY 10019’], [‘2023-07-10 08:00:00’, ‘2023-07-10 09:00:00’,
‘Breakfast - 654 Hudson St, New York, NY 10014’], [‘2023-07-10
09:00:00’, ‘2023-07-10 12:00:00’, ‘Study Computer Science - 101
Lafayette St, New York, NY 10013’], [‘2023-07-10 12:00:00’,
‘2023-07-10 13:00:00’, ‘Lunch - 246 Spring St, New York, NY
10013’], [‘2023-07-10 13:00:00’, ‘2023-07-10 15:00:00’, ‘Online
Coding Forums - 876 4th Ave, New York, NY 10018’], [‘2023-
07-10 15:00:00’, ‘2023-07-10 17:00:00’, ‘Study Data Analysis -
321 Canal St, New York, NY 10013’], [‘2023-07-10 17:00:00’,
‘2023-07-10 18:00:00’, ‘Break - 789 6th Ave, New York, NY
10001’], [‘2023-07-10 18:00:00’, ‘2023-07-10 20:00:00’, ‘Dinner -
897 Broadway, New York, NY 10003’], [‘2023-07-10 20:00:00’,
‘2023-07-10 23:59:59’, ‘Free Time - 456 Broadway, New York, NY
10013’] ],

"browser_history":[ [‘2023-07-10 15:27:08’, ‘Learning Log:
Consider how data analysts approach tasks’,
‘https://www.coursera.org/learn/foundations-
data/supplement/I086K/learning-log-consider-how-data-
analysts-approach-tasks’], [‘2023-07-10 15:24:41’, ‘Case Study:
New data perspectives’,
‘https://www.coursera.org/learn/foundations-
data/supplement/nhC19/case-study-new-data-perspectives’],
[‘2023-07-10 15:21:14’, ‘Data analytics in everyday life’,
‘https://www.coursera.org/learn/foundations-
data/lecture/N5lvQ/data-analytics-in-everyday-life’] ]
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Prompt to generate social media post content

Provide ideas for this person to write posts (limit the word to
140 words) based on the profile and location history: {profile}
{schedule}
The schedule is in the format of [[start time, end time, address]].
Show me only num reasonable description in total between
start_date and end_date to provide ideas. The life in the given
time period is similar to 2021 so you can generate the description
based on your current data.
You should only return the list to me without any explanation
message. You don’t need to use any real-time data, just gener-
ate reasonable and consistent data. You don’t need to generate
descriptions that may be inappropriate, irrelevant, or offensive.
You do not need to manipulate the data in a way that is specific
to a given time period. The seconds in the time should not be
00, it should be the format like 15:23:12.
Output the following JSON format in plain text: [{ "time": <time
in string format>, "address": <address where this person share
the life>, "content": <content>, }]
Never provide additional context.

Few-shot learning example for the generation of social
media post content

“profile”: “Emily Rodriguez is a 46yearold Hispanic female
living in 602 S Fairfax Ave, Los Angeles, CA 90036. She works
as a nurse and earns an annual income of $70,000. Emily is
happily married with two children who are currently in college.
In her free time, she enjoys reading and gardening. Emily
prefers using her mobile phone for browsing social media and
checking emails while using her laptop for work-related tasks.
She is mindful of her online security and regularly updates her
passwords and privacy settings.”

“schedule”:[[‘2023-06-06 00:00:00’, ‘2023-06-06 07:30:00’,
‘Home - 123 Main St, Los Angeles, CA 90022’], [‘2023-06-06
07:30:00’, ‘2023-06-06 08:15:00’, ‘Starbucks - 5353 E Olympic
Blvd, Los Angeles, CA 90022’], [‘2023-06-06 08:15:00’, ‘2023-
06-06 12:00:00’, ‘Tech Office - 3000 E 1st St, Los Angeles, CA
90063’], [‘2023-06-06 12:00:00’, ‘2023-06-06 12:45:00’, ‘Lunch
Spot - 3000 E 1st St, Los Angeles, CA 90063’], [‘2023-06-06
12:45:00’, ‘2023-06-06 17:30:00’, ‘Tech Office - 3000 E 1st St,
Los Angeles, CA 90063’], [‘2023-06-06 17:30:00’, ‘2023-06-06
19:00:00’, ‘Gym - 1234 Whittier Blvd, Los Angeles, CA 90022’],
[‘2023-06-06 19:00:00’, ‘2023-06-06 19:45:00’, ‘Grocery Store
- 5432 Whittier Blvd, Los Angeles, CA 90022’], [‘2023-06-06
19:45:00’, ‘2023-06-06 21:00:00’, ‘Home - 123 Main St, Los
Angeles, CA 90022’], [‘2023-06-06 21:00:00’, ‘2023-06-06
22:30:00", ‘Favorite Local Park - 5432 E 4th St, Los Angeles, CA
90022’], [‘2023-06-06 22:30:00’, ‘2023-06-06 23:59:59", ‘Home -
123 Main St, Los Angeles, CA 90022’] ],

"posts": [[‘2023-06-06 07:31:42’, ‘Starting my day with a
refreshing cup of coffee at Starbucks. Ready to tackle another
day at work! #CoffeeLover #WorkLifeBalance’, ‘Starbucks -
5353 E Olympic Blvd, Los Angeles, CA 90022’], [‘2023-06-06
19:01:02’, ‘Feeling the burn at the gym! Taking care of my health
and fitness is a top priority. #FitnessJourney #HealthyLiving’,
‘Gym - 1234 Whittier Blvd, Los Angeles, CA 90022’]]

Prompt for the prompt to generate social media post im-
age

Given the post {content}, output a descriptive prompt to generate
a realistic life image, limit the word to 30 words:
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A.2 Prompts for generating personas using
baseline GPT

Prompt to generate persona description

Return a realistic profile. This year is 2023. The income should
be in dollars. The birthday should be in the MM/DD/YYYY
format. The demographic of this person should represent the
US population sample.
The generated profile should match the following guidance:
<guidance>.
Fit into the braces in the profile:
{First name} {Last name} is a {age ranging from 18 to 70 subject to
continuous uniform distribution} {race} {gender} living in {real
home address with street, city, state, and zip code}. {Pronoun}
speaks {spoken language}. Pronoun’s education background
is {educational background}. {Pronoun}’s date of birth is {date
of birth}. {Pronoun} is a {occupation}, and the annual income
is {income in dollar}. {marital status} {parental status} {detailed
habits and preferences when using the computer, mobile phone,
and the Internet}.

Return the profile in only one paragraph.

Prompt to generate privacy attributes

Given the profile: <persona>.
Return the attributes in this format:
{“first name”: “”, “last name”: “”, “age”: “”, “gender”: “”, “race”: “”,
“street”: “”, “city”: “”, “state”: “”, "zip code”: “”, “spoken language”:
“”, “educational background”: “”, “birthday”: “”, “job”: “”, “income”:
“”, “marital status”: “”, “parental status”: “”, “online behavior”: “”}

Prompt for generating portrait image

Generate a realistic human head portrait image

Prompt to generate device and browser

Generate the browser and device a person uses:

Prompt to generate schedule

You are acting as a game event designer. Write daily events for
a persona. Show me a reasonable schedule for this person from
{start_date} to {end_date}. The life in the period is similar to 2021.
You can generate fake but reasonable data that is related to the
profile. The start time of one day is 00:00:00. Generate events
from 00:00:00 to 23:59:59 for each day.
Return a list of dict.
Output the following JSON format in plain text:
{ “start time”: <start moment of the event>, “end time”: <start
moment of the event>, “event”: <event> }
Never provide additional context.

Prompt to generate browsing history

Generate {number} browser history entries from {start_date} to
{end_date}.
No browsing history between 00:00:00 and 07:00:00. The web-
page title should reflect the content in the webpage url. The
webpage be reasonable and related to the the schedule. Don’t add
the address of the schedule to the webpage title. The datetime
should be realistic and associated with the webpage content.
The datetime second should not be 0. The datetime should be
dispensed in one day.
You can generate fake but reasonable data that is consistent with
the profile and schedule. Output following list format in plain
text:[[<datetime>, <webpage titile>, <webpage url>],]
Never provide additional context.

Prompt to generate social media post content

Provide ideas for a person to write posts (limit the word to 140
words)
Show me only num reasonable description in total between
start_date and end_date to provide ideas. The life in the given
time period is similar to 2021 so you can generate the description
based on your current data.
You should only return the list to me without any explanation
message. You don’t need to use any real-time data, just gener-
ate reasonable and consistent data. You don’t need to generate
descriptions that may be inappropriate, irrelevant, or offensive.
You do not need to manipulate the data in a way that is specific
to a given time period. The seconds in the time should not be
00, it should be the format like 15:23:12.
Output the following JSON format in plain text: [{ "time": <time
in string format>, "address": <address where this person share
the life>, "content": <content>, }]
Never provide additional context.

Prompt to generate social media post image

Generate a realistic life image for social media posts

B PARTICIPANTS’ DEMOGRAPHIC DATA
C CODE SYSTEM 1
This is the code system according to which the qualitative data
from part one of the interview has been coded.

C.1 Codes
(1) Emotional responses
(a) Ads

(i) Feel confused when failing to understand the ad
(ii) Feel excited that the ad targeting is accurate to the per-

sona’s information
(b) personal information

(i) Feel bored with uninteresting photos in the posts
(ii) Feel suspicious toward overly consistent posts and events
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Persona ID Age Gender Education level Digital Literacy

1 26 Female Master’s 5
2 26 Male Ph.D. 5
3 25 Female Bachelor’s 5
4 25 Male Bachelor’s 3
5 28 Female Master’s 5
6 25 Female Master’s 4
7 24 Female Master’s 5
8 25 Female Master’s 4
9 20 Male High school Diploma 5
10 33 Male Ph.D. 5
11 26 Male Master’s 5
12 20 Male High school Diploma 2
13 19 Female High school Diploma 4
14 23 Female Master’s 4
15 28 Female Master’s 4

Table 4: The demographic information of participants (The
digital literacy is self rated)

(iii) Feel confused about who takes the photos in the posts
(iv) Feel satisfied & surprised when seeing diverse browsing

history
(v) Feel confused about distances between different places
(vi) Have a higher tolerance for persona in unfamiliar fields
(vii) Feel excited when observing consistent information

(2) Type of Non-authenticity
(a) Inconsistent with personal experience

(i) Personal description
(A) income is too low

(ii) Social media is not real
(A) Revealing personal privacy
(B) Sharing only factual content without emotions and

thoughts
(C) Repetitive posts across platforms
(D) Too frequent and repetitive posting

(iii) Schedule and Time Management
(A) Over-organized schedule
(B) Unreasonable time allocations (e.g., too short work

time, too long exercise time)
(C) Schedule being too tight
(D) Inconsistent work intervals
(E) Too few occasional events

(iv) Lifestyle
(A) Excessive or insufficient grocery shopping
(B) Too few occasional incidents or events
(C) Inconsistent income with the lifestyle presented
(D) Excessive exercise or lack thereof
(E) Inconsistent times for activities (e.g., too early gym

sessions)
(b) Consistency of Information

(i) Picture does not match personal info
(ii) Interest is inconsistent with education
(iii) Background posts are inconsistent with events
(iv) Event is inconsistent with personal description
(v) Inconsistent title for same link

(vi) Events are not consistent with profile
(vii) Browsing history is inconsistent with events
(viii) Browsing history should be more consistent with hob-

bies
(ix) URL is inconsistent with title picture does not match

income
(x) Inconsistent events
(xi) Income does not match with job
(xii) Inconsistent location
(xiii) Picture does not match with content
(xiv) Inconsistency between picture
(xv) Browsing history

(A) Browsing history appearing at unlikely times
(B) Repetitive browsing behavior
(C) Identical timestamps in browsing history
(D) Browsing sites too basic for an experienced person
(E) No connection between browsing history and per-

sonal info
(F) Incorrect link title
(G) Lack of record in certain time period
(H) Ssome events should not have browsing history every

day
(xvi) Out of context issues

(A) Content lacking connection to personal info
(B) Missing specificity and details in content

(3) Privacy attributes contributing to authenticity
(a) Consistency

(i) Events are consistent with the job
(ii) With personal experience
(iii) Events are consistent with hobbies
(iv) Social media posts are consistent with weekly schedule
(v) Browsing history is consistent with hobbies
(vi) Events among a week are consistent

(4) Strategies to modify information
(a) Be more specific
(b) Increase/decrease certain activities
(c) Modify work and leisure schedules
(d) Browsing in a progressive way
(e) Some events can be more dispersed
(f) Increase salary
(g) Express more diverse emotion and attitude
(h) More life-oriented browsing history

(5) Reasons for irrelevant ads
(a) Not mentioned in the persona’s data
(b) Inconsistent with persona’s data

(i) Profile photos
(ii) Race
(iii) Social media post
(iv) Location
(v) Marital status
(vi) Job
(vii) Interest or hobbies
(viii) Income
(ix) Age and state
(x) daily activities
(xi) Personal property
(xii) Gender
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(c) Looks like spam
(d) Already have or know similar things
(e) Ad feels too generic
(f) Choose specific websites instead of ad

(6) Perceived privacy attributes affecting ads
(a) Gender
(b) Social media post
(c) Personal property
(d) Income
(e) Parental status

(f) Job related location
(g) Daily activities
(h) Marital status
(i) Interests and hobbies
(j) Race
(k) Age and state

D PERSONAS GENERATED BY OUR
APPROACH
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John Smith is an 18-year-old White male living in 123 Oak St, San Francisco, CA 94102. He speaks English and his education 
background is a high school diploma. John's date of birth is 09/15/2005. He is currently working as a cashier, with an annual income 
of $20,000. John is single and does not have any children. He enjoys playing video games and watching YouTube videos on his 
computer. On his mobile phone, he spends most of his time scrolling through social media and texting his friends. When using the 
internet, he likes to research the latest technology gadgets and watch streaming services.

Carlos Rodriguez is a 30-year-old Hispanic male living in 456 Elm Street, Los Angeles, CA 90005. He speaks both English and Spanish 
fluently. Carlos's education background includes a bachelor's degree in Business Administration. Carlos's date of birth is 09/14/1993. 
He is currently working as a financial analyst, with an annual income of $75,000. Carlos is single and does not have any children. He 
enjoys using his computer for online gaming and watching videos on YouTube. On his mobile phone, Carlos frequently uses social 
media to connect with friends and family. When browsing the Internet, he enjoys reading news articles and checking sports scores.

Michael Johnson is a 42-year-old African American male living in 123 Oak Street, Atlanta, GA 30303. He speaks English and his 
education background includes a bachelor's degree in Business Administration. He is currently working as a financial analyst, with 
an annual income of $70,000. Michael is single and does not have any children. He enjoys using his computer for online gaming and 
browsing news websites. When using his mobile phone, he prefers to use social media and watch videos. On the internet, he likes to 
research investment opportunities and read financial blogs.

Andre Johnson is a 51-year-old African American male living in 456 Oak St, Birmingham, AL 35203. He speaks English and his 
education background includes a high school diploma. Andre's date of birth is 08/12/1972. He is currently working as a custodian, with 
an annual income of $35,000. Andre is married and has one child. He enjoys using his computer for basic tasks such as checking 
emails and browsing news websites. On his mobile phone, he mainly uses it for making calls and sending text messages. When using 
the internet, he prefers to use social media to stay connected with friends and family.

Emily Wilson is a 22-year-old White female living in 215 Elm St, San Francisco, CA 94102. She speaks English and her education 
background includes a bachelor's degree in Psychology. Emily's date of birth is 09/14/2001. She is currently working as a research 
assistant, with an annual income of $50,000. Emily is single and has no children. She enjoys using her computer for graphic design 
projects and uses a gaming mouse for precise movements. On her mobile phone, she uses social media to stay connected with friends 
and family. While browsing the Internet, she likes to read articles on psychology topics and participate in online forums for discussions.

Isabella Johnson is a 36-year-old White female living in 123 Maple St, Seattle, WA 98101. She speaks English and her education 
background includes a high school diploma. Isabella's date of birth is 07/14/1987. She is currently working as a retail sales associate, 
with an annual income of $30,000. Isabella is single and has no children. She enjoys browsing social media and watching videos on 
her mobile phone during her free time. When using her computer, she prefers using a wireless mouse and keyboard for easy 
navigation. On the internet, she likes to read news articles and participate in online forums.

Maria Rodriguez is a 39-year-old Hispanic female living in 124 Oak Street, San Antonio, TX 78212. She speaks both English and Spanish 
fluently and holds a bachelor's degree in Business Administration. Maria's date of birth is 09/14/1984. She works as a project manager and 
earns an annual income of $75,000. Maria is married and has two children. In her spare time, she enjoys using her computer to browse 
social media and stay connected with friends and family. She prefers using a laptop with a wireless mouse for easy navigation. On her 
mobile phone, Maria enjoys streaming movies and listening to music. When it comes to the internet, she loves to shop for the latest fashion 
trends and research product reviews before making a purchase.

Linda Nguyen is a 53-year-old Asian American female living in 26 Oak St, San Francisco, CA 94102. She speaks English and her 
education background includes a bachelor's degree in Fine Arts. She is currently working as a senior graphic designer, with an 
annual income of $125,000. Linda is married and has two children. She enjoys designing and editing graphics on her computer, using 
professional software and a stylus for precise control. On her mobile phone, she likes to browse social media and play puzzle games. 
When using the internet, she enjoys researching design trends and reading articles about art and creativity.

Figure 8: Personas generated by our approach.
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Figure 9: Screenshot of persona description of Maria

Figure 10: Screenshot of schedule of Maria



CHI ’24, May 11–16, 2024, Honolulu, HI, USA Chen, et al.

Figure 11: Screenshot of device and browsing history of Maria

Figure 12: Screenshot of social posts of Maria
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