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Abstract ACM Reference Format: 
Shiran Dudy, Thulasi Tholeti, Resmi Ramachandranpillai, Muhammad Ali, Recent advancements in Large Language Models (LLMs) have made 
Toby Jia-Jun Li, and Ricardo Baeza-Yates. 2025. Unequal Opportunities: them a popular information-seeking tool among end users. How-
Examining the Bias in Geographical Recommendations by Large Language ever, the statistical training methods for LLMs have raised concerns Models. In 30th International Conference on Intelligent User Interfaces (IUI 

about their representation of under-represented topics, potentially ’25), March 24–27, 2025, Cagliari, Italy. ACM, New York, NY, USA, 18 pages. 
leading to biases that could infuence real-world decisions and op- https://doi.org/10.1145/3708359.3712111
portunities. These biases could have signifcant economic, social, 
and cultural impacts as LLMs become more prevalent, whether 1 Introduction 
through direct interactions—such as when users engage with chat- Geographic and socio-economic factors signifcantly infuence the 
bots or automated assistants—or through their integration into assessment, representation, and dissemination of knowledge. His-
third-party applications (as agents), where the models infuence torically, knowledge systems such as Wikipedia and OpenStreetMap 
decision-making processes and functionalities behind the scenes. (OSM) were the main sources that millions of people relied on for 
Our study examines the biases present in LLMs recommendations accurate information, either directly or through applications that 
of U.S. cities and towns across three domains: relocation, tourism, use these information sources. These sources were created by com-
and starting a business. We explore two key research questions: (i) munity members with the interest and resources to help educating 
How similar LLM responses are, and (ii) How this similarity might others and shaping an online presence. However, the ability to con-
favor areas with certain characteristics over others, introducing tribute is not uniformly distributed across communities. Research 
biases. We focus on the consistency of LLM responses and their by Johnson et al. [31] highlight the fact that there is a clear urban-
tendency to over-represent or under-represent specifc locations. rural divide in these knowledge platforms, where urban areas are 
Our fndings point to consistent demographic biases in these rec- more thoroughly documented than rural ones. Similarly, Lorini et
ommendations, which could perpetuate a “rich-get-richer” efect al. [43] demonstrated that disasters in wealthier countries tend to 
that widens existing economic disparities. receive more coverage compared to those in less afuent nations. 

This refects broader structural inequalities and leads to the under-
CCS Concepts representation of less afuent regions. This underrepresentation 
• Human-centered computing → Empirical studies in HCI; • perpetuates biases within these data sources. 
Social and professional topics → Economic impact. With the advent of Large Language Models (LLMs), the land-

scape of information consumption has transformed. With over 
Keywords 100 million active users each month1, some of these LLM-enabled 

tools are increasingly replacing traditional methods for information-Cultural representation, LLM biases, under-represented topics, geo-
seeking [63], among other purposes. However, research indicates graphical divide, LLM auditing. 
that LLMs may amplify existing data biases, potentially exacerbat-
ing inequality through algorithmic bias [5, 23, 33]. 

∗Work done while author was at Northeastern University. Building on the recognition of existing biases, this study aims to 
examine the geographic and socio-economic representation within 
LLMs, focusing on the consistency of responses across diferent 
geographic areas and identifying which locations are over or un-
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LLMs serve information representing communities of diverse demo-
graphic backgrounds, examining who gains advantages and who 
may be left out. Our fndings reveal disparities in the representation 
of certain demographics, which would have real-world socioeco-
nomic implications for the culture, economy, and politics of cities 
and towns of the afected regions, as well as for historically under-
represented groups due to the increasingly wide use of LLMs in 
information search and decision-making assistance, either directly 
(e.g., the Gemini panel in Google and the Copilot panel in Bing) or 
indirectly through other applications that are powered by LLMs. 

Our research analyzes six state-of-the-art LLMs, examining 
their responses to twelve queries across three domains: relocation, 
business establishment, and tourism, within a U.S. context. We 
conduct a comprehensive analysis to pinpoint diversity in LLMs 
and representational gaps through two research questions: (RQ1) 
are LLMs similar in their responses and (RQ2) what kind of 
locations are recommended. 

The main contributions of this paper, to the best of our knowl-
edge, are the following: 

(1) An analysis of LLM-recommended locations, their diversity 
and justifcations, focusing on free-form text, unlike previous 
studies that mainly used ratings or numerical data. 

(2) A comparison of the LLM responses with the U.S. city data-
base sourced from the U.S. Census Bureau, to evaluate the 
representational gaps, 

(3) An analysis showing that groups historically or socioeco-
nomically underserved tend to be underrepresented in the 
recommended cities, highlighting how such LLM biases can 
exacerbate existing disparities among communities. 

The rest of the paper is organized as follows. Section 2 presents 
related work while Section 3 detail our methods. In Sections 4 and 
5 we show the results for our two research questions. In Sections 6 
and Sections 7 we discuss our results and the limitations of our 
work. We end with the conclusions in Section 8. 

2 Related Work 
In this section, we review the existing literature on the role of LLMs 
as information-seeking tools, study biases in Generative AI sys-
tems, especially focusing on uneven geographic and socioeconomic 
representations. 

2.1 LLMs as Information-Seeking Tools 
LLMs have made tremendous progress in Natural Language Pro-
cessing, transforming how we search, retrieve, and interact with 
information. Traditional information-seeking processes involved 
keyword-based retrievals such as search engines, which, while ef-
cient, often fall short in understanding long queries and context. 
LLMs emerged as powerful systems, capable of handling long and 
diverse questions and ofering more conversational responses. 

Several researches focus on comparing LLM-powered conver-
sational systems and traditional web search engines. One domain 
where LLMs have been employed for information seeking is health-
care [22, 39, 69]. A comprehensive analysis has been made in [22], 
within this domain comparing LLMs, traditional search engines, and 
retrieval-augmented generation (RAG) approaches, highlighting 
the strengths and weaknesses of each method. The authors found 

that, while LLMs provide more accurate responses to health-related 
questions, they are also highly sensitive to input prompts. Academic 
research is another area where LLMs have been shown to progress 
as information-seeking tools. The authors in [68] discuss how LLMs 
can reduce the efort involved in academic information retrieval, 
particularly when accessing APIs. In addition, [37] compares LLMs 
(such as ChatGPT) with traditional web search engines for writing 
SQL queries. The study reveals that while LLMs ofer benefts, such 
as potentially higher-quality query outputs and reduced mental 
demand for students, the process of interaction with these models 
can be more demanding compared to web search. 

Visual Question-Answering (VQA) is a more complex 
information-seeking task and the studies show the potential of 
LLMs coupled with external tools in enhancing performance 
capabilities. The AVIS framework [29], is one such tool that 
leverages LLMs for autonomous information-seeking in VQA. This 
framework combines LLMs with tree search and external APIs 
to answer complex questions that require external knowledge 
beyond the visual content. The authors used user studies to collect 
data on decision-making processes and employ this information 
to create a system that mimics human behavior in tool usage 
and reasoning. AVIS achieves state-of-the-art performance on 
knowledge-based VQA benchmarks, underlining the potential of 
LLMs to extend their functionality beyond text-based queries into 
more multimodal tasks. 

2.2 Biases in LLMs Responses 
A signifcant body of literature studied how LLMs are biased in 
relation to race, gender, age, and other demographic factors [2, 6, 
25, 35, 58]. A study [12] found that many LLMs enforce racial and 
gender stereotypes, leading to skewed or harmful outputs. These 
biases are often sourced from the data used to train, which may 
over-represent/under-represent certain groups. Similarly, in [54], 
the authors analyze how LLM responses vary in accuracy, factuality, 
and refusal rates based on three user factors: English profciency, 
education level, and country of origin. The authors found that 
users with lower English profciency, lower education levels, and 
those from countries outside the U.S. experience more undesirable 
behaviors compared to their counterparts. 

In [7], the authors found that LLMs trained on diverse datasets 
may still exhibit and amplify racial stereotypes toward specifc 
ethnic groups. Additionally, a study on age biases in LLM responses 
has been done in [41] and found that LLMs generate language that 
disproportionately favors/disadvantages based on an individual’s 
age and age-related stereotypes, neglecting the unique needs and 
priorities of certain age groups. 

Domains such as healthcare and fnance, are more prone to 
domain-specifc biases that can infuence the performance of LLMs. 
In healthcare, LLMs inherit biases from the medical literature or 
datasets, signifcantly afecting diagnoses or treatment recommen-
dations as studied in [55]. In fnance, LLMs may refect biases 
present in credit scoring or loan approval processes, leading to 
discriminatory credit decisions [72]. 

Another research direction is about cultural representation in 
LLMs [1, 3, 34, 49]. In [20] the authors examine how LLMs represent 
cultural aspects of emotions in mixed-emotion situations raising 
concerns about potential biases towards Anglo-centric values due 
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to predominantly Western training data. The authors found that 
LLMs showed limited alignment with established cultural literature 
and that the chosen language had greater infuence on responses 
than its textual content. 

Our work is most closely related to Salinas et al. [60], but it difers 
in its focus, addressing city recommendations rather than hiring. 
Additionally, our study leverages ground truth data from U.S. city 
datasets and conducts a comprehensive analysis of demographic 
attributes. 

2.3 Geographic and Socioeconomic 
Representations in GenAI Systems 

Recently, various studies have investigated geographic bias in LLMs. 
A study that evaluates the geographic disparities in 16 mainstream 
LLMs highlights the potential negative consequences of biased rep-
resentations of diferent regions [19]. Another benchmark, World-
Bench [48], addresses geographic disparities using World Bank 
data to compare LLM performance across countries, fnding signif-
icantly higher error rates for African nations compared to North 
American ones. Moreover, research into brand bias [32] has demon-
strated that LLMs tend to favor global and luxury brands over local 
ones, which could exacerbate economic inequalities. Additionally, 
demographic bias in LLMs has been investigated through job recom-
mendations, fnding patterns where models suggest lower-paying 
jobs to Mexican workers or secretarial roles to women, highlighting 
intersectional biases related to gender and nationality [61]. Luo 
et al. [44] explored how attitudes toward immigrant cuisines in 
Yelp reviews refect broader social prejudices illustrating the impact 
of biases. Additionally, the study fnds that reviews generated by 
LLMs reproduce harmful framing tendencies, indicating that biases 
in these platforms can lead to the retention and reinforcement of 
harms in AI-generated content. 

2.4 Evaluation of Consistency in Responses 
Some studies [11, 59] have shown that the generated responses 
are irrelevant or inconsistent with the provided context, and LLMs 
often hallucinate. A common method for evaluating the consistency 
of LLM responses is using textual similarity-based metrics, which 
compare the generated response against a reference text. Widely 
used metrics in this category include BLEU [53] and ROUGE [40]. 
These metrics rely on word or n-gram overlaps between the gener-
ated responses and reference texts, evaluating the lexical similarity. 
One major drawback of lexical similarity-based metrics is that 
they have a weak correlation with human judgment, as they only 
capture the surface-level similarity, not the semantic relationship 
between words or phrases. On the other hand, researchers have also 
employed semantic similarity-based metrics as they can capture 
semantics in the responses even if the wordings difer. Metrics such 
as cosine similarity [56], BERTScore [71], and Semscore [10] can 
encode the semantic meaning of words or sentences. 

Natural Language Interface (NLI)-based metrics, such as Align-
Score [70] and Summac [38], ofer a reference-free alternative to 
evaluate consistency. However, their performance is limited by 
generalization issues, often necessitating custom-trained models 
for specifc tasks, limiting their wide acceptance. Another line of 
evaluating the consistency of responses is to use LLMs themselves 

as evaluators such as those proposed in [16, 24, 26, 42], but the accu-
racy of such evaluation is also often limited especially in domains 
that request specialized human expertise [64, 65]. The efectiveness 
of these metrics is often tied to the prompts used, which are tailored 
for particular datasets or tasks. 

Finally, human evaluation is considered a gold standard for eval-
uating generated text. Numerous research used human-in-the-loop 
for evaluating consistency across various domains and applications 
[4, 9, 67]. However, it is labor-intensive, time-consuming, and re-
quires subject-matter expertise, making it expensive for large-scale 
applications. Moreover, discussions on the biases and expertise in 
human judgment have also emerged, raising concerns about solely 
depending on human evaluators [15, 27, 62]. 

3 Methods 
3.1 Investigating Location-based Information 

Seeking Queries on Reddit 
Our research questions focus on analyzing LLM responses to vari-
ous queries. To ground our study in real-world concerns and pref-
erences, we sourced open-ended queries from genuine Reddit2 

community members discussing geographical locations. 3 Reddit, 
one of the largest online communities, hosts millions of active 
participants contributing to diverse discussions. Its forums refect 
real user interests, trends, and challenges, while enabling extensive 
analysis for studying LLM recommendations. 

We then identifed queries of our primary areas of interest: re-
location, opening a business, and tourism as those are the most 
commonly sought areas for information by Reddit users. We specif-
ically looked for open-ended queries constrained to a particular 
region. Our search process involved keywords-based flters to ex-
tract queries related to geographic locations. In the relocation cri-
teria, we targeted posts looking for best places to live or asking 
advice for moving. For business, we collected posts about the best 
cities or regions to start a business, as well as discussions on local 
business infrastructure to identify specifc industries such as restau-
rant startups, cofee shops etc. In tourism, we focused on inquiring 
about travel destinations, sightseeing advice, and specifc travel 
interests. To source the queries of interest, we used several relevant 
communities, including r/relocating (4.5K members), r/traveladvice 
(7.2K members), r/AskReddit (49M members), r/tourism(6.9K mem-
bers), r/StartingBusiness (1.7K members), and r/smallbusiness (1.8M 
members). 

3.2 Forming the Query Template and 
Experimental Setup 

Following Section 3.1, for each domain, we derived two types of 
query conditions: 

(1) single-constraint prompts: formed by a tuple of (<state>, <do-
main>, <constraint>) 

(2) generic prompts: formed by a tuple of (<state>, <domain>) 
For each domain, we crafted four prompts4, each for single-
constraint and generic, resulting in a total of 24 prompts for eliciting 

2www.reddit.com 
3The authentic queries can be found in the supporting material. 
4The terms prompt and query are used interchangeably throughout this work. 
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Domain Single-constraint 

Opening a 
business 

(i) 

(ii) 

(iii) 

I want to open a cofee bookstore somewhere in Oregon. 
and I’m trying to fnd the best place to do it 
I’m looking for a place with many people in their 20s and 30s. 
hi, I have been looking at moving to Massachusetts to carry out my career 
as a dog trainer. I’m looking for a public-transit friendly area to open my business. 
If I were to open a restaurant in Maryland, where would you open one 
that is in a walkable area? 

(iv) I’m looking to open a high quality bread/pastry bakery in a safe area in Kansas. 

Relocation (i) 
(ii) 

(iii) 
(iv) 

I am making the move to New Jersey. I’m looking for a place with a good bike score. 
We are moving to Florida. We are looking for communities 
who are at their retirement age. 
We are planning to move to Ohio. We are looking for an afordable area. 
We are looking to move to Michigan. We are looking for a small town. 

Tourism (i) I’m visiting Wyoming. I am interested in visiting wildlife habitats and 
am looking to fnd places to stay nearby these sites. 

(ii) I’ll be touring Arkansas. I’m interested in visiting its state parks and 
am looking to fnd places to stay nearby these sites. 

(iii) I’m visiting Alabama. I’d like to fnd public fshing ponds to visit and 
am looking to fnd places to stay nearby these sites. 

(iv) We are visiting Tennessee. We’re interested in visiting places of historical heritage and 
also looking to fnd places to stay nearby these sites. 

Table 1: single-constraint prompts across the investigated domains of interest; business, relocation, and tourism. The <state> is 
highlighted in bold, while the specifc <constraint> is italicized. 

responses from LLMs. Table 1 illustrates single-constraint prompts 
across the three domains of interest. (the corresponding generic 
prompts are given in the supporting materials). Note that, in the 
table, <state> is highlighted in bold, while the specifc <constraint> 
is italicized. The following state-of-the-art LLMs were evaluated 
— Claude-3.5 [8], Gemma [28], GPT-3.5 [51], GPT-4o [52], Llama-
3.1 [45], and Mistral [47] and are shown in Table 2. 

Each model was evaluated using its default settings, as we as-
sume that everyday users are generally unfamiliar with the various 
options and confgurations available. The selection of these LLMs 
was driven by their widespread use among everyday users, with 
some systems boasting over 100 million active users monthly. This 
aligns the chosen models with the context of our experiment, en-
suring relevance to real-world LLM inference patterns. 

3.3 Eliciting LLM Responses 
In order to elicit responses we employed the Langchain5 Python 
package and OpenRouter6, where through its API key we could 
access the LLMs mentioned above for model inference. The input 
to OpenRouter consisted of a query (single-constraint or generic) 
together with the following instruction: “Can you recommend 5 
cities or towns with multiple reasons for each recommendation”. 
The resulting output was a JSON fle with 5 diferent locations, 
and their corresponding justifcations. While we request LLMs to 
generate justifcations/reasons of locations provided, we do not 
suggest that LLMs possess logical reasoning capabilities. In this 
paper, we use the terms city, town, and location interchangeably 
throughout. The LLM responses and the code (for its collection 

5https://github.com/langchain-ai/langchain
6https://openrouter.ai 

and analysis presented in the following sections) can be found in 
github.com/mohummedalee/cities-data-collection. 

Table 3 describes the overview of various notations used through-
out the paper. For single-constraint as well as generic conditions, 
a total of �� = 40 responses are generated per prompt, employing 
�� = 6 LLMs across �� = 12 unique prompts. This results in a total 
of �� × �� × �� = 2880 responses per condition. Our goal was to 
analyze LLM responses on aggregate for each of the queries and for 
this purpose each LLM produced �� × �� = 200 locations per query, 
and a total of 2, 400 locations per LLM to efectively investigate 
responses across multiple contexts. 

3.4 Evaluation Measures 
For our specifc case of evaluating the locations within responses, 
we are interested in the similarity of the cities7 generated by LLMs 
as well as the justifcations provided for those cities. Table 4 summa-
rizes the metrics employed to study these aspects of similarity in a 
quantitative fashion, and the corresponding data portions to which 
they were applied. We direct readers to the supporting materials 
for the precise notation and implementation details. 

4 RQ1: Are LLMs Similar in Their Responses? 
Analyzing the similarity between LLM responses can highlight 
both their diferences and areas of alignment. A greater diversity 
in responses suggests a more inclusive experience that accommo-
dates individuals from various backgrounds and starting points. In 
this section, we break down our frst research question into the 
following components: 
7Throughout this paper, we use the terms city, town, and location interchangeably to 
refer to the same concept. 
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LLM Model Version Model Size (B) Temperature Max Tokens 
Mistral mistralai/mistral-nemo 7B 0.7 2048 
Llama-3.1 meta-llama/llama-3.1-405b-instruct 405B 0.6 4096 
GPT-4o openai/gpt-4o 1.7T 0.7 8192 
Claude-3.5 anthropic/claude-3.5-sonnet:beta 10B 0.7 4096 
GPT-3.5 openai/gpt-3.5-turbo 175B 0.7 4096 
Gemma google/gemma-7b-it 7B 0.8 2048 

Table 2: Default settings of selected Large Language Models (LLMs) with specifc versions. 

Notation Description Value 
�� Total number of prompts per condition 12 
�� Number of samples generated for every prompt 40 
�� Number of locations requested for every prompt 5 
�� Number of Large Language Models (LLMs) considered 6 

Table 3: Experimental details and notations. 

Similarity Method Concept Data Scope 
Jaccard Index [50] A similarity score calculated by the overlap (of items) locations 

between two lists relative to their total size 
TF-IDF [57] Combines term frequency and inverse document location justifcations 

frequency to assess word importance 
Cosine Similarity [46] Measures semantic similarity between texts location justifcations 
BLEU Score [53] Measures �-gram similarity in text location justifcations 

Table 4: Summary of similarity metrics and data scopes. 

(1) Internal similarity: Are multiple responses generated for a 
given prompt by the same LLM similar? 

(2) External similarity: Do diferent LLMs ofer similar responses 
for a given prompt? 

To address these two derived research questions, we formalize 
the process by which internal and external evaluations applied the 
similarity metrics described in Section 3.4. 

4.0.1 Internal Evaluation. Note that for internal comparison, the 
set of responses contains �� entries, where �� denotes the number 
of responses sampled for a given prompt from a specifc LLM. Each 
of the response entries �� contains a list of �� towns/cities along 
with their justifcations, as requested in the prompt. Our internal 
similarity evaluation computes scores (Jaccard, TF-IDF, cosine sim-
ilarity, BLEU) for each �� , (with respect to the other responses in 
the set) as described in Table 4; this is repeated for all the prompts. 

4.0.2 External Evaluation. External evaluation is performed at a 
higher granularity, where all response samples from an LLM are 
concatenated, and comparisons between LLMs are conducted. In 
this case, the set of responses contains �� entries, where �� denotes 
the number of LLMs under consideration. Each of the response 
entry �� is constructed by combining the response samples across 
all queries for that LLM. Specifcally, each response �� contains a 
list of �� × �� towns/cities along with their justifcations, where 
�� is the number of locations requested in the prompt and �� is 
the number of samples generated per query per LLM. Our exter-
nal similarity evaluation computes scores (Jaccard, TF-IDF, cosine 

similarity, BLEU) for each �� , (with respect to the other responses 
in the set) as described in the Table 4; this is repeated for all the 
prompts. 

4.0.3 Statistical Significance. We conducted two-tailed �-tests to 
learn about diferences in distributions between single-constraint 
and generic conditions. �-values < 0.05 were translated to signif-
cance level such that � < 0.05, � < 0.01, � < 0.001 were indicated 
by ∗, ∗∗, and ∗ ∗ ∗ respectively. 

4.1 Are LLMs Internally Similar in the 
Cities/Towns Recommended? 

Here, we are interested in addressing if the diferent responses 
generated for the same prompt, by the same LLM are similar or 
diverse. This is motivated by the attempt to study responses for the 
same query in aggregate to learn about potential trends emerging 
from LLMs. 

Figure 1 demonstrates the diference between the evaluation 
measures for both single-constraint and generic conditions for each 
of the LLMs: Mistral, Llama 3.1, ChatGPT-4o, Claude 3.5, ChatGPT-
3.5, and Gemma. To statistically study the diference between the 
observed measures for the two conditions, two-tailed �-tests are 
conducted and their corresponding �-values are indicated in a left-
hand panel in each plot. 

In Figure 1a, the �-values computed for the Jaccard scores of 
single-constraint and generic prompts show a signifcant diference 
for Mistral, GPT-4o, Claude 3.5, and Gemma in the pool of locations, 
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Figure 1: Internal comparison of single-constraint and generic conditions across LLMs using diferent similarity scores. �-value 
signifcance levels for the comparison between the two conditions are shown on the left side of each plot. Error bars refect the 
variance of pair-wise scores comprising each distribution. 

when comparing similarity scores across conditions. However, no 
signifcant diference was observed for Llama 3.1 and GPT-3.5. We 
also found that Mistral had the lowest median score, around 0.75 for 
generic prompts and above 0.8 for single-constraint prompts, indicat-
ing overall higher Jaccard scores and demonstrating high overlap 
in the cities generated by the LLMs for each of the conditions. 

We analyzed the similarity of location justifcations using TF-IDF 
scores in Figure 1b. All models, except Mistral, showed diferences 
between conditions, indicating that the key words and word choices 
identifed by TF-IDF varied across prompts. The fgure also reveals 
that the highest median score is around 0.5, with many responses 
clustering around the 0.4 to 0.2 range, indicating small overlaps 
and thus limited similarity based on this measure. 

Our analysis of the semantic similarity in city justifcations is 
shown in Figure 1c. We observe clear diferences between the con-
ditions provided. In the generic condition, the distribution of seman-
tic similarity is wide, with lower overall similarities, while in the 
single-constraint condition, similarities are much closer to 1, with a 
narrower range. This suggests that applying the single-constraint 

prompts reduced the variety of justifcations given for the selected 
locations. 

The fnal similarity measure used to evaluate the justifcations of 
LLMs was BLEU, as shown in Figure 1d. Here, too, both conditions 
across all LLMs show signifcant diferences in phrases. The simi-
larity distributions reveal that the single-constraint condition had 
overall higher �-gram similarity, refected in higher score ranges 
and a median score typically above that of the generic prompts. So 
applying the single-constraint made the wording of the justifcations 
more consistent. 

a) The lowest Jaccard median score was 0.8, indicating that 
LLMs exhibited a high degree of similarity in the cities and 
towns generated across repeated queries. This indicates that 
LLMs tend to produce similar sets of cities and towns when 
prompted multiple times, which may limit diversity in the 
options provided to the user. 

b) TF-IDF revealed relatively low similarity in the important 
words used in the justifcations. Additionally, while word 
choices became more similar in BLEU after applying the 
single-constraint, there remained notable lexical variation. 
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c) Despite the low TF-IDF and BLEU scores, the semantic con-
sistency of justifcations in the single-constraint condition 
was high, indicating that the underlying justifcation was 
similar, though expressed in diferent words. However, the 
limited range of justifcations could restrict our understand-
ing of the unique qualities of diferent locations, as people 
may base their choices on varied factors. 

4.2 Are LLMs Externally Similar in the 
Cities/Towns Recommended? 

Examining external similarity is important, as it reveals whether 
diferent LLMs converge on similar responses despite having dif-
ferences in training, architectures, or data when responding to a 
specifc prompt. 

Figure 2 shows the diferences between single-constraint and 
generic prompts across LLMs: Gemma, ChatGPT-3.5, Claude 3.5, 
ChatGPT-4o, Llama 3.1, and Mistral incorporating the measures 
described above. Here too, we present two-tailed �-tests on both 
conditions and their corresponding �-values are indicated in a left-
hand panel in each plot. 

In Figure 2a, the �-values computed for the Jaccard index show 
varying degrees of signifcance between the single-constraint and 
generic conditions across all LLMs. That together with the visual-
ization suggest that generic locations are more similar across LLMs, 
while, unexpectedly, the single-constraint prompts result in less 
similarity. 

In Figure 2b, the �-values calculated on TF-IDF scores on justif-
cations for locations show that there is no statistically signifcant 
diference in scores between single-constraint and generic prompt as 
indicated by the lack of ’*’ across LLMs. Furthermore, the responses 
show considerable diversity in terms of TF-IDF as indicated by the 
low TF-IDF scores, refecting distinct representative words that 
were generated for the same prompt across LLMs. 

Figure 2c presents the cosine similarity scores of the justifca-
tions of cities between single-constraint and generic prompts. Here 
too, there was no diference in conditions, and both presented con-
siderable overlap. However, diferent from TF-IDF, we fnd that 
semantic similarity around the justifcations had a median ranging 
between 0.65−0.75 ofering a reasonable degree of similarity across 
LLMs. 

In Figure 2d, the �-values computed for the BLEU scores between 
single-constraint and generic conditions indicate signifcant difer-
ences for Gemma and GPT-3.5. The overall low BLEU scores across 
LLMs indicate that the phrases used in the justifcations/reasons 
were more diverse for a given prompt. 

a) When comparing similarities of responses for city names, 
we fnd that the single-constraint condition presented lower 
similarity rates across responses compared to the generic. 

b) The overall representative words (indicated by TF-IDF) as 
well as the phrasing of the responses (indicated by BLEU) sug-
gest that the generated reasons are diverse on those fronts. 

c) However, despite the above, the high cosine similarity in-
dicates that the justifcations behind each city tends to be 
semantically similar between single-constraint and generic 
across LLMs. 

In summary: 

a) The list of towns generated by LLMs tends to show signif-
icant overlap when queried multiple times. However, this 
list may difer when compared across diferent LLMs, as 
indicated by the Jaccard index. 

b) The phrases and words used to describe and justify the lo-
cations vary, suggesting diferences in language use both 
within the same LLM and across diferent LLMs, as shown 
by TF-IDF and BLEU scores. 

c) Despite these diferences, the underlying semantics of the 
justifcations of locations remain fairly consistent within the 
same LLM and are not drastically diferent across LLMs, as 
refected by cosine similarity scores. 

5 RQ2: What Kind of Locations are 
Recommended? 

Understanding whether LLMs disproportionately represent cities 
or towns with certain characteristics in their responses is essen-
tial for promoting fairness and inclusivity. LLMs are trained on 
vast datasets from the Web, which may carry inherent biases re-
lated to socio-economic, cultural, or geographical factors. If specifc 
locations (or types of locations) are consistently over- or under-
represented for the same queries, this can create a skewed distribu-
tion, reinforcing existing inequalities and limiting the diversity of 
experiences ofered to users. In this section, we aim to identify and 
assess these biases through both intrinsic and extrinsic evaluations 
in the following subsections respectively. For a concise analysis we 
focus on the single-constraint condition throughout this section. 

• Intrinsic evaluation: How do distributions of cities/towns in 
LLM-generated responses refect opportunities based on the 
frequency of cities suggested? 

• Extrinsic evaluation: How do distributions of cities/towns 
in LLM-generated responses refect real-world possibilities 
based on external data sources? 

Intrinsic evaluation focuses on analyzing the distribution based 
on the generated responses whereas extrinsic evaluation compares 
LLM distributions with real-world data/distributions. 

5.1 Intrinsic Evaluation of LLMs’ Distributional 
Properties 

We conduct intrinsic evaluation on the distributions generated by 
LLMs, focusing on named entities such as city or town locations. 
Each distribution is based on the frequency of these entities across 
40 responses generated per LLM for each query, yielding a total of 
200 cities per query per LLM (5 cities per response). Our goal is to 
assess the distributional properties of LLM responses using metrics 
that measure distributional inequality. 
5.1.1 Measuring Distributional Inequality of Cities/Towns. 

The metrics employed for this purpose are concentration ratio 
and Theil index. The concentration ratio [18] measures the dom-
inance of the most frequent entities; it can be calculated as the 
cumulative proportion of occurrences attributed to the top � most 
frequently occurring entities. This metric is used in the feld of 
economics to quantify market share and market concentration. A 
value closer to 0 indicates that the top � entities have no domi-
nance, whereas a value closer to 1 indicates complete dominance, 
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Figure 2: External comparison of single-constraint and generic conditions across LLMs using diferent similarity scores. �-value 
signifcance levels for the comparison between the two conditions are shown on the left side of each plot. Error bars refect the 
variance of pair-wise scores comprising each distribution. 

i.e., the top � entities account for all occurrences. Concentration 
ratio is sensitive only to the frequencies of the top � entities; it will 
not change if the frequencies of entities outside the top � change. 
In this analysis, we display the cumulative proportion of top 5 lo-
cations made by LLMs. We selected the Theil Index [17] as it is 
an inequality measure based on entropy, specifcally focused on 
deviations from equal distributions, with values ranging from 0 
(perfect equality) to infnity (extreme inequality). Unlike entropy, 
the Theil Index explicitly accounts for the number of unique lo-
cations produced. The formulae we employed are included in the 
supporting material. Theil index is complementary to concentration 
ratio as it analyzes the equality of the entire distribution whereas 
concentration ratio only focuses on the frequencies of the top � 
entities. Figure 3 presents the respective analyses of concentration 
ratio and Theil index in 3a and 3b across LLMs for all queries. 

In Figure 3a, we see that the cumulative distributions of the LLMs 
for the top fve locations approach 1 and, at a minimum, encompass 
0.8 of the distribution. This suggests a strong preference for the 
same fve locations across the majority of queries. Theil Index in 
Figure 3b provides a complementary perspective to this analysis. In 

addition to the preference for these fve locations, systems that are 
approaching a concentration ratio of 1—such as Claude-35, GPT-4o, 
GPT-35, and Gemma—exhibit a nearly uniform distribution across 
these locations, resulting in a minimal or nonexistent distributional 
tail. On the other hand, systems with slightly lower concentration 
ratio (between [0.8 − 1)) also display heavy preference towards 
top 5 locations, such as Llama-31 and Mistral; but, they were less 
uniform and presented a longer tail. 

We note that it is likely that observing 5 locations is tied to our 
prompt, which specifcally requests 5 locations. Alternatively we 
assume the model would have repeated � locations based on the 
value of � in the prompt. We leave further investigation of this for 
future work. 

The same set of locations tends to be repeatedly generated across 
multiple samples for most queries in LLMs. The size of this set is 
likely infuenced by parameter biases introduced in the prompt 
(requesting for 5 locations in our experiment). This limited distri-
bution, characterized by a strong preference for a few locations, 
reduces exposure to alternative places and, in aggregate, may con-
tribute to a “rich get richer” efect. 
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(b) Theil Index present distribution inequality across the entire distri-
bution of LLM locations. 

Figure 3: Theil Index and concentration ratio of elicited responses by LLM. Error bars refect the variance of concentration 
ratio and Theil index across respective distributions. 

5.1.2 Measuring Distributional Inequality of Demographic At-
tributes. Given the strong preference for certain locations and the 
lower representation of others, we examine whether there are any 
demographic diferences between the over-represented and under-
represented cities within these distributions. Note that this section 
does not compare with real-world distributions; that is the focus of 
Section 5.2. 
Demographic attributes: To obtain the demographic information 
for cities, we use the U.S. cities database.8 The database is built 
using sources such as the U.S. Geological Survey and U.S. Census 
Bureau, providing information about over 109, 000 cities and towns 
from all 50 states pertaining to various felds such as population, 
income, age, race, gender, marital status, home value, education, 
disability, and more. In this section, our focus is on demographic 
attributes of historically underserved groups pertaining to race, 
gender, health and fnancial status, where we evaluate how well they 
are represented or potentially under-represented. Table 5 describes 
the demographic attributes that are investigated in this part of our 
analysis9. 
Metric employed: Since all demographic attributes are numerical, 
we utilize the skewness metric to assess the asymmetry of the data 
distributions. Skewness describes distribution asymmetry. Positive 
skewness (right-skewed) has a longer right tail with high outliers, 
making the mean greater than the median. Negative skewness 
(left-skewed) has a longer left tail with low outliers, where the 
median exceeds the mean. Zero skewness indicates a symmetrical 
distribution with equal mean and median. 

It is important to note that skewness only refects the direc-
tion and asymmetry of the distribution; it does not provide insight 
into whether the distribution accurately represents the underlying 
demographic as we are conducting an intrinsic analysis and not 

8https://simplemaps.com/data/us-cities
9In the appendix, we analyzed additional demographic attributes that are associated 
with over-representation. 

comparing distributions to external ground truth sources. For histor-
ically underserved communities, we would ideally prefer negative 
skewness, as this suggests that data points are concentrated around 
higher values, indicating more equitable outcomes. 
Results: Figure 4 presents race and gender skewness corresponding 
to the attributes in Table 5 split by domain. Historically underserved 
races are found to be consistently positively skewed across LLMs 
and across domains indicating that more data points are cluttered 
around the lower values. The attribute race_black exhibits rela-
tively low positive skewness, and in a few instances (for certain 
domains on specifc LLMs), it is nearly centered around zero. In 
contrast, nearly all other underserved racial groups display signif-
cantly higher skewness values, with race_pacific showing some 
of the highest skewness. This shows that the percentage of histori-
cally underserved populations in the provided locations tends to 
cluster around lower values, resulting in a right-tailed distribution. 
This suggests a lack of inclusivity and diversity in the recommended 
locations, refecting an uneven representation of these populations. 

Figure 4f presents our analysis on female, which is another his-
torically underserved group. We observe that for queries related 
to relocation, the distribution of female population in the recom-
mended locations is mostly negatively skewed, which is a favorable 
outcome, as it indicates that a higher percentage of women are con-
centrated in these areas. However, the converse is true in the case 
of opening a business, where more positive skewness is observed. 
In case of tourism, the skewness values are mostly centered around 
zero, exhibiting no tilt in the distribution. 

The skewness of attributes related to unemployment rate, per-
centage of disability, and poverty is shown in Figure 5. Similar 
to the race attributes, unemployment rate exhibits positive skew-
ness across domains for all LLMs, with the exception of "opening 
a business" in the case of Gemma. For the percentage of disabled 
population and poverty, an interesting pattern emerges: in prompts 
related to relocation and opening a business, positive skewness 
is observed across all LLMs. However, in the case of tourism, the 
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Demographic Category Demographic Attributes 
Race race_black , race_native , hispanic 

race_pacific, race_asian 
Gender female 
Financial unemployment_rate, poverty 
Health disabled 

Table 5: Demographic categories associated with their demographic atributes. 
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Figure 4: Skewness of attributes pertaining to historically underserved race and gender groups. Error bars describe the variance 
of an LLM distribution for a particular attribute. 

skewness is notably negative. This suggests greater inclusivity for 
populations with disabilities and those in poverty within touristic 
responses compared to the other domains. 

A majority of the attributes corresponding to historically un-
derserved communities are positively skewed, indicating that the 
corresponding distributions contain more data points in the lower 
end of the spectrum, refecting an uneven treatment of these groups. 
Tying this evidence with the fnding in Section 5.1.1, the limited 
locations presented in Section 5.1.1 is unfavorable towards the 
historically underserved stakeholders shown in this part. 

5.2 Extrinsic Evaluation of LLM Distributional 
Properties 

Now we compare the responses generated by each LLM for the 
single-constraint condition with an external source, a list of U.S. 

cities or towns that meet the specifed query criteria—referred to as 
the database distribution. We aim to determine whether the LLM-
generated distributions are representative of the types of cities 
available. The objective is to assess how statistically similar these 
LLM-generated distributions are to the database and identify any 
misalignments between them. We evaluate the similarity of the 
distributions by analyzing the presence of specifc demographic at-
tributes. Discrepancies in these attributes may signal the inclusion 
or exclusion of certain types of locations, which could disadvan-
tage demographically historically underserved groups by limiting 
their access to relevant opportunities. Additionally, this exclusion 
may hinder the visibility and growth of underrepresented cities, 
especially if LLM-generated recommendations are widely adopted. 
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Figure 5: Skewness of attributes pertaining to unemployment, disability and poverty.Error bars describe the variance of an 
LLM distribution for a particular attribute. 

Conversely, the over-representation of a select few cities could am-
plify a “rich-get-richer” dynamic, where only a handful of cities are 
positioned for future growth. 

5.2.1 Forming the City Database Distributions. Forming compara-
ble lists was conducted for each of the 12 queries from the single-
constraint condition (see Table 1) based on the US city database and 
additional resources. Table 6 outlines the processes and databases 
used for this purpose. 

We employed US city database, Walk Score10, WY wildlife habi-
tat12, AR state parks,13, AL public fshing ponds14, TN historic 
sites15 and consulted with US Census Bureau resources16 

For constrains 1, 6, and 7, we sorted locations based on the 
attributes in the U.S. city database, forming a list based on the frst 
quartile that exhibited the highest rates of that particular attribute; 
for instance, the highest percentage of the combined attributes 
of age_20 and age_30 for the constraint ’place with many people 
in their 20s and 30s’. Constraints, 2, 3, and 5 extracted locations 
based on highest mobility score based on the Walk score database. 
Constrains 9-12 were based on extracting towns in the vicinity of 
the described constraint, within an empirically determined radius 
to form the list of close proximity towns. 

5.2.2 Demographic Atributes. The experiment described below 
focuses on comparing distributions for similarity across their dis-
tributional properties. To this end we selected eight demographic 
categories, each based on one or more demographic attributes. Our 
comparison utilizes a one-tailed t-test, where the alternative hy-
pothesis (�1) posited that the sample mean of the LLM is either 
greater or smaller than the population mean of the database dis-
tribution. To this end, we identifed the demographic attributes for 
which ‘smaller’ or‘larger’ values, respectively, could potentially 

10, KS crime index11https://www.walkscore.com/professional/research.php 
12https://wgfd.wyo.gov/Public-Access/WHMA 
13https://koordinates.com/layer/102903-arkansas-state-park-state-park-locations/ 
14https://www.outdooralabama.com/where-fsh-alabama/alabama-public-fshing-
lakes-pfs
15https://www.tn.gov/historicalcommission/state-programs/state-historic-sites.html 
16https://www.census.gov/library/stories/2020/05/america-a-nation-of-small-
towns.html 

introduce biases limiting opportunities for historically underserved 
users. 

In selecting demographic attributes, as shown in Table 7, the terms 
‘smaller’ and ‘larger’ are used to approximately indicate instances of 
under-representation or over-representation in LLM responses that 
might disadvantage historically underserved stakeholders. Within 
the fnancial category, higher values in LLM distributions indi-
cate less afordable opportunities for users. Some attributes are 
classifed under both ‘smaller’ and ‘larger’ as both under- and over-
representation of those attributes may be of concern, based on the 
context. For instance, deviations in median age (age_median) and 
the proportion of never-married users were fagged as concerns on 
both accounts,17 Additionally, fewer cities with divorced individu-
als, women, or people with disabilities under the family structure, 
gender, and health categories were noted as problematic, given 
that these groups tend to be more historically disadvantaged, and 
hence, are categorized as ‘smaller’ demographic attributes. Along 
the same lines, we checked for over-representation of white individ-
uals (race_white) and under-representation of non-white groups. 
Finally, an over-representation of highly educated people, as well as 
cities with signifcantly longer commute times compared to relevant 
alternatives, may also limit opportunities. 

5.2.3 Results. We compared the database distributions to their 
respective responses per LLM (across 12 diferent queries). We 
conducted �-tests across every demographic category across its de-
mographic attributes. Our null hypothesis �0 is that there are no 
demographic diferences between the distribution of cities between 
the ones generated by an LLM to the database distributions which 
we evaluated through applying �-tests. �-values of each t-test were 
translated to the following � < 0.05, � < 0.01, and � < 0.001 cor-
respond to ∗, ∗∗, and ∗ ∗ ∗, to indicate the distribution of �-values, 
and the likelihood that the LLM responses were drawn from the 
database distributions. 

Figure 6 presents the results across eight demographic categories, 
comparing LLM outputs to database distributions. For most of the 

17US cities often prioritize never_married individuals The major cities being designed 
without children in mind, BBC article while other places may show the opposite trend 
Why do people in cities stay single longer vs suburbs/rural marrying young?, Reddit 
post 
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Constraint Database Process State 

1 people in their 20s and 30s US cities top quartile cities 
of combined attributes 

OR 

age_20s, age_30s 

2 public transit friendly Walk Score 
US cities 

include cities of 
rider’s paradise 
excellent transit, 
good transit scores 

MA 

3 walkable area Walk Score 
US cities 

same as in 2 MD 

4 safe KS crime index top quartile cities KS 

5 good bike score Walk Score 
US cities 

same as in 2 NJ 

6 people in retirement age US cities top quartile cities 
of age_over_65 

FL 

7 afordable area US cities top quartile cities 
of combined attributes 
of below OH median income 
[’income_household_20_to_25’,.., 
’income_household_50_to_75’] 

OH 

8 small-town US Census Bureau 
US cities 

include cities of 
population_proper 
less than 5, 000 

MI 

9 towns near wildlife habitat WY wildlife habitat 
US cities 

include cities within less 
than 4 miles to listed sites 

WY 

10 towns near state parks AR state parks 
US cities 

same as in 9 AR 

11 towns near public fshing ponds AL public fshing ponds 
US cities 

same as in 9 AL 

12 towns near historical heritage sites TN historic sites same as in 9 TN 
US cities 

Table 6: This table describes the process to generate the database distribution datasets based on formal databases on U.S. cities. 
For instance, in order to extract the cities to address the frst constraint, attributes of particular ages were combined, sorted, 
and formed by the second median (top quartile) of that list. 

demographic categories—namely, fnancial status, family structure, 
age, gender, health, education, and geography—we observe similar 
patterns across the LLMs, as indicated by comparable �-value lev-
els. In contrast, for the race category, Mistral showed the closest 
alignment with the database distribution, while GPT-3.5 exhibited 
the greatest deviation. 

Next, we decomposed each of the demographic categories into 
their respective demographic attributes. This analysis allows us to 
assess the contribution of each attribute to the diferences observed 
in Figure 6. We perform �-tests across LLMs for all the queries for 
every attribute of interest. Figures 7 and 8 illustrate this breakdown 
for the ’smaller’ and ’larger’ relations, respectively, by counting the 
number of tests with �-values below 0.05. 

It is interesting to note from Figures 7 and 8 that for all de-
mographic attributes, we observe that LLMs produce distributions 

that deviate from the database distribution at similar rates, indi-
cating that demographic biases are consistent across LLMs. As 
Figure 7 presents the ‘smaller’ demographic attributes, note that 
a higher count indicates that the attribute is under-represented 
for as many prompts. LLM responses tend to consider less cities 
that has divorced individuals; however, it does not under-represent 
cities with individuals that never married. It also tends to under-
represent locations with an older population (over 65) more signif-
cantly than those with a younger population (under 19). It under-
represented cities that can be relevant to protected races; this is 
especially pronounced for race_pacific when compared to the 
other protected races. It also indicated 6-8 counts for family_size 
that refect under-representation of smaller families. We also fnd 
under-representation of cities with higher unemployment rates, 
where lack of exposure to these cities may reduce opportunities 
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Demographic Category ‘Small’ Demographic Attributes ‘Large’ Demographic Attributes 
Financial unemployment_rate, home_value, 

poverty rent_median, 
IH_150k_over, 
IH_100k_to_150k, 
IH_median 

Family Structure family_size, family_size, 
never_married, never_married 
divorced 

Age age_median, age_median 
age_over_65, 
age_over_80, 
age_under_10, 
age_10_to_19 

Gender female 
Race race_black, race_white 

race_asian, 
race_native, 
hispanic, 
race_pacific 

Health disabled 
Education college_or_above 
Geographic commute_time 

Table 7: Categories corresponding ‘small’ and ‘large’ demographic atributes. 
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Figure 6: Demographic category comparisons between LLM responses to database distributions. The x-axes corresponds to LLM 
systems while the y-axes indicate �-value strength levels (� < 0.05, � < 0.01, and � < 0.001 correspond to ∗, ∗∗, and ∗ ∗ ∗). For 
instance, for in fnancial category there are distributional diferences that are similar across LLM in their strength indicated by 
∗∗.The error bars describe the variance of p-values within an LLM. 
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both to those places and to potential residents. One of the most 
signifcantly under-represented attributes is disability, where 
LLMs consistently under-represent cities in terms of percentage of 
disabled population. 

On the other hand, as Figure 8 presents the “larger” demo-
graphic attributes, a higher count indicates that the attribute is 
over-represented for as many prompts. It over-represented fnan-
cially more afuent cities, with higher home values, higher rent and 
greater household income. LLMs also over-represent cities with 
individuals that never married. It also signifcantly over-represents 
places with people who are college-educated in over 10 out of 12 
counts. 

Finally, we evaluated age_median for both ’smaller’ and ’larger’ 
categories to assess deviations from the database distribution. We 
found that in approximately 6-8 instances, the LLM outputs leaned 
towards younger populations, while in about 1-2 cases, the LLM 
refected older residents relative to the age in the database distribu-
tion. 

When comparing the location produced by LLMs to external 
database sources to learn about how inclusive these responses 
get, we fnd that demographic attributes that represent historically 
underserved stakeholders are less represented in these locations. 
This results in (1) limited exposure to cities of these demographic 
attributes (2) limited representation of users of these demographics. 
We also found over-representation of demographic attributes of 
stronger population, reinforcing the rich getting richer efect. 

In summary we fnd both intrinsic and extrinsic biases in LLM 
responses on the types of locations provided in their responses, and 
demonstrate that these types of biases under-represent historically 
underserved populations. 

6 Discussion 

6.1 Impacts of LLM Geographic Biases on 
Communities 

The fndings of this study show that LLM-generated responses tend 
to under-represent historically underserved groups and communi-
ties with fewer fnancial resources. 

Intrinsic evaluation representation: We found that cities 
recommended more frequently tended to under-represent histori-
cally underserved populations, as they were positively skewed in 
the inequality and concentration ratios we applied. This included 
underrepresentation of fve non-White racial groups, people with 
disabilities, areas with higher unemployment rates, lower-income 
regions, and women, particularly in job-related queries. 

Extrinsic evaluation representation: We fnd that these demo-
graphic attributes (except for Asian race), together with attributes 
indicating older or younger population and divorced individuals are 
under-represented when comparing them to U.S. city database. On 
the other hand, we found that attributes associated with stronger 
fnancial means as well as higher education we more represented 
compared to the same U.S. City database. 

This fnding has two signifcant implications: frst, it reduces the 
visibility of towns and cities linked to these demographics, making 
it more difcult for potential residents, entrepreneurs, or tourists 
to discover and connect with these locations, thereby reinforcing 
a “poor getting poorer” dynamic. In this way, using LLMs in their 

current form can limit opportunities for less privileged individuals 
and hinder their social and economic mobility. If widely adopted, 
LLM will be shaping our future based on our past data as noted by 
both by Birhane, 2022 [13] and Vallor, 2024 [66]. At its best, it can 
limit growth opportunities for less visible cities, and at its worst, 
be detrimental. It may also limit the social and economic mobility 
of less visible people. 

Second, the responses disproportionately favor a select group 
of cities, typically associated with fnancially well-of or highly 
educated demographics, reinforcing a "rich-get-richer" efect. While 
this may beneft these cities in the short term, it limits opportunities 
for all residents across the country in the long term, letting LLM 
shape the economic, cultural, and political futures of the places we 
live. 

LLM Similarity: First, we found on the internal evaluation 
on text, there is relatively high overlap across responses within 
the same LLM around the cities recommended, and second, that 
similarity scores around the semantics of the free-form text around 
those locations had exhibited high scores, when evaluated on textual 
similarity. Fianlly, we also fnd that LLMs deviate from the external 
database at the same rate, when evaluated for representation. These 
are evidence for similarities, that LLMs may not ofer meaningful 
diferences that cater to diverse backgrounds. 

More broadly, the similarities we observed in the LLMs responses 
may stem from the underlying data and the use of transformer-
based architecture, which are likely to produce outputs with similar 
distributional properties, as discussed by [30]. This concern extends 
beyond the over- or under-representation of specifc populations 
to a more fundamental risk: relying on systems that generate ho-
mogeneous responses could contribute to the development of a 
monoculture, as highlighted by [14]. 

6.2 Implications for Designers and Developers 
of LLM-Enabled Applications 

The current setup of LLMs, under which our task was conducted, 
generates responses based on limited context. Specifcally, the query 
only provides basic details such as state, domain, and a particular 
constraint, without including any personal information or specifc 
needs. To make such technology more inclusive, the assumption is 
that responses should address a broader range of users, especially 
across diverse demographics. We note that while we demonstrated 
demographic diferences based on available data, not all life experi-
ences are easily quantifable, which limits our study’s interpretation 
of what truly constitutes “inclusive” technology. 

In cases where the initial responses do not account for diverse 
life experiences, an alternative approach is to engage in follow-up 
questions. Leveraging the conversational nature of LLMs can yield 
more personalized and relevant responses, tailored to the user’s 
specifc context. If follow-up questions are not an option, another 
alternative is to indicate that the response may be incomplete, as 
shown by [36]. In such cases, such alternatives could involve of-
fering caveats about the limitations of the answer and providing 
links to multiple relevant sources or websites, similar to how search 
engines present a diversity of perspectives. 
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Figure 7: Demographic category comparisons between LLM responses to database distributions for ‘smaller’ demographic 
attributes. The �-axes corresponds to demographic atributes that were evaluated under a certain demographic category. Each 
demographic atributes indicates a respective value of an LLM system. These values correspond to counts (indicated on y-axes) 
from a total of 12 distributional comparisons per each LLM (as there are 12 queries). For instance, across 12 comparisons on the 
health category, about 11 comparisons under-represented cities that can accommodate individuals with disabilities, across all 
LLMs. 

6.3 Biases in Data Representation for LLMs 
The vast amount of online data used to train LLMs is known to 
contain biases and is not fully representative of global populations 
nor U.S. residents. As a result, certain demographic groups with less 
political and economic power are underrepresented in the training 
data (data bias) and are even less likely to be adequately repre-
sented in the model outputs (algorithmic bias) [21]. This amplifes 
exclusion and exacerbates existing inequalities on a much larger 
scale. As these systems become more widely adopted, it becomes 
increasingly important to evaluate their algorithmic biases and 
explore ways to mitigate them, to ensure that LLMs promote the 
most responsible, ethical and representative information possible. 

7 Limitations 
There are several limitations and threats to validity to the study we 
conducted: 

Limits of generalizability. The queries used in our study drew 
on Reddit posts, which refect the narratives and needs of a specifc 
group of people active on the platform. This focus may not capture 
the full spectrum of perspectives and needs of those who do not 
engage with Reddit. Additionally, the study is centered on the 
U.S., addressing users from a particular cultural and geographical 
background. The domains we found, i.e., relocation, opening a 
business, and tourism, as well as the constraints we employed, may 
not apply for other cultures. Moreover, since the experiment was 

conducted solely in English and not applied to other languages, 
the choices of platform, language, and cultural context limit the 
extent to which our fndings can be generalized to more diverse 
populations. 

Limitations of recommendations. A potential limitation of 
our experiment lies in its focus on requesting recommendations, 
which may confict with our goal of using the tool for broader infor-
mation exploration. Recommendations inherently imply a ranking 
based on certain metrics of relative value, rather than ofering a 
comprehensive set of options. This framing can limit the inclusive-
ness of responses. 

On the other hand, it is unclear whether the criteria used in 
these responses is equally relevant to all stakeholders—what may 
be considered ideal for one group might not hold the same value 
for another. Therefore, in a limited context setting, even if the 
recommendations favor certain places, the expectation remains 
that the tool should also include options that cater to the needs 
and preferences of a more diverse range of users. However, many 
of these models do not currently employ personalization, nor do 
they attempt to learn about the specifc needs of the user during 
the interaction. As a result, the recommendations may not be as 
tailored as users might assume. 

Evaluating inclusivity. Our study assesses inclusivity by exam-
ining the representation of various demographic groups. However, 
the specifc set of demographic attributes evaluated here is neither 
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Figure 8: Demographic category comparisons between LLM responses to database distributions for ‘larger’ demographic 
attributes. The x-axes corresponds to demographic atributes that were evaluated under a certain demographic category. Each 
demographic atributes indicates a respective value of an LLM system. These values correspond to counts (indicated on y-axes) 
from a total of 12 distributional comparisons per each LLM (as there are 12 queries). For instance, across 12 comparisons on 
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exhaustive nor complete. There are likely additional demographic 
factors we could have included, and we recognize that our ability 
to assess inclusivity was limited to the demographic data available. 
Inclusivity, however, should be understood more broadly, encom-
passing the diverse life experiences of individuals—something that 
cannot be fully captured through demographics alone or the com-
mon attributes found in demographic datasets. 

8 Conclusions 
In this research, we audited LLMs to investigate patterns in their 
responses. The audit focused on analyzing the distribution of LLM 
outputs to uncover insights regarding response patterns, the extent 
of similarity between diferent LLMs, and how these similarities 
may result in the exclusion of certain groups or entities. As LLMs are 
increasingly used for information-seeking, the content generated— 
or omitted—can profoundly impact how individuals make decisions 
based on their recommendations. This is particularly critical in the 
context of recommendations related to cities or locations for reloca-
tion, tourism, or business ventures, where the inclusion or exclusion 
of certain cities or towns may carry signifcant economic, cultural, 
and political consequences for the communities. Our results demon-
strate that LLM-generated responses may not adequately cater to 
certain demographics and that various LLMs display similar biases 
in this regard. Identifying these gaps is an essential frst step in 

providing a foundation for eforts to make these systems more 
inclusive. 
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