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Fig. 1. The main interface of Mimosa.

1 Introduction

The design of audio is half of the story when creators make video content. In
particular, spatial audio has been shown to significantly contribute to improving
viewers’ memory, understanding, and engagement of the video content [1,4,16].
However, the cost and learning barrier of spatial audio recording equipment [14,
15] and the difficulty of post-processing [2,12] limit the wide adoption of spatial
audio in the video creation of amateur content creators.

While end-to-end machine learning (ML) models such as [5,13,20] have shown
significant progress in generating spatial audio from videos with monaural au-
dio, several limitations prevent them from completely fulfilling the actual needs
of content creators: First, despite recent progress, these models only achieve
limited accuracy while the end-to-end “black-box” nature of these models pre-
vent users from easily validating their results and fix errors. Second, the model
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can only give predictions for the “ground truth”, while the ideal content creation
process is an artistic expression [3,21] that goes beyond the ground truth. There-
fore, we argue that this is not only an ML challenge but more importantly, a
human-computer interaction (HCI) challenge where we need to empower content
creators to collaborate with computational tools.

To address these issues, we introduceMimosa1(Fig. 1), an interactive human-
AI collaborative tool that helps amateur content creators create immersive spa-
tial audios for videos with monaural or stereo audios.

The design of Mimosa exemplifies a human-in-the-loop human-AI collabo-
ration approach that, instead of using the state-of-art end-to-end “black-box”
machine learning model, employs a multi-step pipeline carefully designed to align
with the human user’s cognitive and perceptual workflow. Mimosa’s multi-step
pipeline (Fig. 2) consists of object detection, depth estimation, soundtrack sepa-
ration, audio tagging, and spatial audio rendering modules. While the prediction
accuracy of this pipeline alone might compare with the state-of-art end-to-end
models, modules in this pipeline produce useful intermediate results that allow
user understanding, validation, repairing, manipulation, and recreation at each
step. Therefore, its human-model-collaborative performance could be better than
the state-of-art model. An interactive direct-manipulation [7] interface designed
with mixed-initiative interaction principles [6] allows content creators to make
sense of model outputs and provide inputs in a manner that is both familiar and
natural to users and useful for the models. Furthermore, the enhanced user con-
trol in the process would also allow greater expressiveness for users to “go above
the groundtruth” to achieve their desired effects, which is particularly useful for
AI-enabled content creation tools. To promote the real-world deployment, we
also implemented an extension of Mimosa for Adobe Premiere Pro2.

2 A Walkthrough of an Example Use Case

To illustrate the usage of Mimosa, we demonstrate an example use case where
the user already has a video with monaural sound of a duet band playing in a
room, and the user wishes to augment the video with spatial audio effects.

The user starts Adobe Premiere Pro, loads a video, and selects the target
video clips. From the “Extension” menu, the user launches Mimosa. The Mi-
mosa processing pipeline (Section 3.1) will run in the backend to separate the
audio into individual soundtracks, predict the tag for each soundtrack, identify
and localize the sounding object, and estimate the depth of each sounding ob-
ject. The results of the pipeline will be visualized in the video previewing panel
(Fig.1A) and the 3D direct manipulation interface (Fig.1B). Using these features,
the user can view the predicted sounding objects and make any edits if needed.

In the video previewing panel, several dots in different colors will be shown
in an overlay on top of the video playback to indicate the inferred positions of
sounding objects. If the inferences are inaccurate, the user may directly drag

1 Mimosa is an acronym for Magnifying Immersiveness by Manipulating Objects in
Spatial Audio

2 A demo video is available at https://www.youtube.com/watch?v=3X3gkDkW9bc.
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Fig. 2. Mimosa’s visual object oriented audio spatialization pipeline

these dots to make them align with the actual sounding objects. At the same
time, a 3D direct manipulation interface will visualize their positions in a simu-
lated 3D space, allowing users to adjust the positions at a finer granularity. The
user can select an output format (e.g., quadraphonic sound, 5.1 channels) and
the surround sound with spatial effect will be rendered in real-time for preview
based on the positions of each sounding object. The loudness of each channel
will also be visualized to indicate the output of each channel.

Besides predicting the actual positions of sounding objects for generating
realistic spatial audio effects that resemble the ground truth, content creators
may also “go beyond the ground truth” to author customized spatial audio effects
with Mimosa. For example, the content creator can manipulate the location and
orientation of the reference point by directly manipulating the camera recorder
in the 3D interface. Instead of having the band play in front of the viewer, the
content creator may move the viewing point to the back of the band, near the
saxophone player, or between the two players. They may also manipulate the
positions of sounding objects so they may, for example, move around the viewer
or out of sight towards the back of the viewer. When the content creator is done
with editing, they may click on the “SAVE” button so Mimosa will export the
generated spatial audio and import it back into Adobe Premier Pro.

3 The MIMOSA System

In this section, we illustrateMimosa’s processing pipleine and its key interaction
strategies for facilitating effective human-AI collaboration.

3.1 A Visual Object Oriented Audio Spatialization Pipeline

We propose a visual object oriented audio spatialization pipeline (Fig.2) for
Mimosa. In the pipeline, we first discover sounding objects in video frames and
separate individual sound sources in audio, then generate spatial audio effects
for each separated sound associated with the corresponding sounding object.
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The main challenges here are (i) separating individual sounds from the au-
dio mixture and associating each soundtrack with its visual counterpart, (ii)
estimating and tracking the spatial position of the actual sounding objects.

To address these problems, the first step is to recognize the sounding objects
and their movement on the sampled video frames with the corresponding sound
sources using an off-the-shelf object detection model [19] to get the object cat-
egory and the 2D position: [x, y] of each object in the video frame. Meanwhile,
We implement a sound separation model [17, 18] to obtain the audio for each
independent sound source. To match the separated soundtrack and the corre-
sponding visual object, we apply a pre-trained audio tagging model [9] to infer
the sound event category for each soundtrack, which is used for querying the
sounding objects among all detected objects.

So far, the pipeline has predicted the 2D coordinate of sounding objects. To
estimate the depth of each object, we use a depth estimation model [8] to esti-
mate the depth for each pixel in a frame. Then, we use the [x, y] coordinate of
each object to query the depth matrix and get the corresponding [z] coordinate.
The complete [x, y, z] coordinate of the sounding object, together with its cor-
responding monaural audio, will be used in the spatial audio rendering module
to render the output for each audio channel in real-time.

3.2 Interfaces to Support User Repairs and Expressiveness

A highlight of Mimosa is that it supports human-in-the-loop error discovering
and repairing of the model’s predictions. This section will discuss how Mimosa
(1) presents the intermediate results produced by each module in the pipeline
in ways that amateur users can understand and validate; (2) empowers amateur
users to fix any inaccuracies in the predictions of models and “go beyond the
ground truth” to create their desired customized spatial audio effects.

To enable effective human-AI collaboration with imperfect ML models, an
important challenge is to empower users to validate the model’s intermediate re-
sults and make repairs when needed. To achieve this, the key is to (1) present the
model’s intermediate results in a form that amateur users can understand [11];
(2) provide an easy-to-use interaction method for an amateur user to express
their desired result for each intermediate step to repair model inaccuracies [10].

As we can see in Figure 1, the inferred positions of sounding objects are
visualized in an 2D overlay on top of the video preview (Figure 1A) and in a
simulated 3D space (Figure 1B) The results of sound track separation and audio
tagging are also displayed and visualized in a sound track panel (Figure 1C). The
2D overlay makes it easy for users to identify any discrepancies in sound object
localization (as the dots would be misaligned or mismatched with the underlying
visual objects). When there is a discrepancy, the user can simply drag the dot to
match its corresponding visual object. In the meantime, the 3D simulation helps
the user to easily understand the inferred positions of sounding objects relevant
to the view point (the camera icon). The interaction widget provided in the 3D
simulation also supports the moving and rotation of each object or the camera
itself on individual axes, allowing finer granularity controls. The user may also
directly edits the model outputs in the sound track panel (Figure 1C).
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