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Figure 1: The interface of Peanut for audio-visual data annotation. A and B: toolbars with editing and annotation assistance

functions; C: the annotation workspace; D: the information panel showing meta-information about the annotations on the

current frame
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ABSTRACT

Audio-visual learning seeks to enhance the computer’s multi-modal
perception leveraging the correlation between the auditory and vi-
sual modalities. Despite their many useful downstream tasks, such
as video retrieval, AR/VR, and accessibility, the performance and
adoption of existing audio-visual models have been impeded by
the availability of high-quality datasets. Annotating audio-visual
datasets is laborious, expensive, and time-consuming. To address
this challenge, we designed and developed an efficient audio-visual
annotation tool called Peanut. Peanut’s human-AI collaborative
pipeline separates the multi-modal task into two single-modal tasks,
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and utilizes state-of-the-art object detection and sound-tagging
models to reduce the annotators’ effort to process each frame and
the number of manually-annotated frames needed. Awithin-subject
user study with 20 participants found that Peanut can significantly
accelerate the audio-visual data annotation process while maintain-
ing high annotation accuracy.

CCS CONCEPTS

• Human-centered computing → Interactive systems and

tools; • Information systems→ Multimedia information systems.
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1 INTRODUCTION

Most of our real-world perceptual experiences are specified by mul-
tiple cooperating human senses with multi-sensory integration [78].
For example, we can perceive spoken language words and senti-
ments from lip movements, facial expressions, and speech sounds
of the other speakers. To mimic human perception capability, re-
searchers in Artificial Intelligence (AI) community have begun to
explore audio-visual machine learning (ML) approaches [7, 10, 48,
49, 85]. As an emerging research field, audio-visual learning has
attracted a lot of attention from both the academic community
and the industry because of its potential to solve many challenging
problems in real-world applications such as video retrieval [70, 122],
AR/VR [75, 93], and accessibility [86, 113].

A fundamental task in audio-visual learning is sounding object
localization, which identifies and localizes sounds to visual objects
in videos. This task associates audio data with the corresponding
visual data, which represents the critical step for many downstream
audio-visual tasks such as audio-visual scene-aware dialogs [2],
video sound separation [38, 104], audio spatialization [37, 75], audio-
visual captioning [89, 103], and multimodal embodied AI [20, 35].

However, the performance and wide adoption of audio-visual
learning have been impeded by the availability of high-quality
datasets. For example, commonly used “gold-standard” datasets
such as AVE [106] is only weakly supervised for this task (i.e., events
are annotated for video segments, but object-level ground-truth
labels are not available for frames). Therefore, previous works [7, 10,
48, 49, 85] focus on weakly-supervised or self-supervised methods.
These methods not only result in lower model accuracy [98, 106],
but also introduce biases in the models. In these methods, exist-
ing common label noises will be propagated into learned models,
leading to compromised results with ethical issues [105, 119] (e.g.,
introducing biases and stereotypes presented in datasets into anno-
tation results). Since there are various audible and inaudible visual
objects in video frames and even a single sound source can make

different sounds with different intensities, the sounding object local-
ization task is hungry for large-scale and high-quality training data
to capture the diverse audio-visual correspondences and mitigate
data variations.

The lack of high-quality datasets is a direct consequence of the
large effort required to create such datasets. Annotating audio-
visual data is laborious, expensive, and time-consuming. With the
current annotation tools of for audio-visual data (e.g., VIA [30]),
annotators need to watch each frame of the video, listen to the cor-
responding sound, identify the sounding object, draw a bounding
box, and indicate the type of sound. Considering that even a short
video would require the annotation of hundreds, if not thousands,
of frames, this process is highly repetitive and tedious.

Some prior intelligent tools (e.g., [9, 19, 27, 28, 32, 107] have been
introduced to provide AI-enabled assistance to users in the data
annotation process with promising outcomes to improve annota-
tion efficiency using strategies such as batching [9], rule synthe-
sis [32], and active learning [101]. However, these existing tools
are limited to the annotation of data in one modality (e.g., text cate-
gorization [9, 28], head post recognition [27], handwriting recog-
nition [107], image labeling [12, 19], and video segmentation [88])
while audio-visual data annotation requires the user and its AI as-
sistance to process data from two modalities and explicitly connect
them together.

In this paper, we present Peanut1, a new data annotation tool for
improving the efficiency of audio-visual data annotation. To tackle
the unique challenge in multi-modal data annotation, Peanut en-
capsulates a novel human-AI collaborative active learning pipeline
where the user validates, revises, and connects the output frommul-
tiple single-modal models through a mixed-initiative interface [47].

Instead of using a fixed ML model to pre-label data, Peanut uses
an active learning architecture [24, 99] that allows these partial-
automation models to incrementally learn from the user’s annota-
tions in real-time to improve model performance, learn about visual
and auditory data in new video topics, and adapt to the specific
domain of the current video. Several design features are presented
to ensure the user’s sense of agency and control [110, 111] and al-
leviate users’ overreliance on AI [9], both are notable issues found
in human-AI collaboration of data works from previous studies. A
within-subjects study with 20 participants showed that Peanut can
significantly accelerate the annotation of audio-visual data (anno-
tate almost 3 times the number of frames compared to the baseline
condition) while also achieving high data accuracy.

In summary, this paper presents the following three main con-
tributions:
• A set of interaction mechanisms for incorporating outcomes
of single-modal ML models into a new human-AI collabora-
tive annotation workflow of multi-modal audio-visual data
while improving model performance with user annotations
in real time using an active learning approach.
• Peanut, a human-AI collaborative annotation tool that im-
plements these strategies to reduce user efforts and improve
efficiency in annotating audio-visual data for sounding ob-
ject localization.

1The name Peanut is an acronym for Platform for Efficient Annotation with No
Unnecessary Tedium.
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• A within-subjects user study with 20 participants with di-
verse annotation and ML expertises showing that Peanut
can improve efficiency in the annotation of audio-visual data
while also achieving high data accuracy.

2 BACKGROUND AND RELATEDWORK

2.1 Audio-Visual Learning

Audio-visual learning aims to build a multi-sensory perception
system that learns from perceived auditory and visual scenes. Mim-
icking human perception capacity, it can enable a variety of novel
applications in many fields, such as multimedia [42, 70, 122], affec-
tive computing [72, 81], accessibility [86, 113], and AR/VR [86, 113].
Utilizing and learning from both auditory and visual modalities has
attracted significant attention in the AI community.

We have seen great progress in the development of new audio-
visual learning problems and applications, such as representation
learning [7, 10, 85], audio-visual sound separation [31, 36, 85, 125],
sounding object localization [49, 85, 98, 106], audio-visual event
localization [67, 106, 118], audio-visual captioning [89, 103], and
multimodal embodied AI [20, 35].

2.1.1 Sounding Object Localization. Among audio-visual learning
tasks, one important task is the localization of sounding objects. For
example, in a symphony concert scenario, the model should identify
which instrument is making a particular sound andwhere the instru-
ment is located in the video. Early work in this area utilized mutual
information [45] and canonical correlation analysis (CCA) [55] to
localize the sounding visual regions. Recently, deep audio-visual net-
works have been developed to spatially locate sound sources based
on cross-modal embedding similarity [8, 48, 85], audio-guided vi-
sual attention [98, 106], audio-visual class activation mapping [87],
class-aware object localization map [49], and sounding object visual
grounding [104].

These approaches take advantage of the natural synchroniza-
tion between audio and visual contents and are trained using self-
supervised or weakly-supervised methods (i.e., using no or limited
annotated training data). Due to the lack of ground truth annotation
for training, they tend to make inaccurate predictions. A relevant
audio-visual ML task is active speaker detection which focuses
on detecting the active speaker from speech, due to the narrower
task domain (human speech only) and the availability of datasets
such as [56], the state-of-the-art active speaker detection models
generally perform better than the domain-general sounding object
localization ones [3, 49, 49, 56]. Our work seeks to address this
problem by making it easier to annotate large audio-visual datasets.

2.2 Data Annotation for Machine Learning

High-quality data is the foundation of most ML models. The lack
of high-quality data has been a long-time bottleneck for many ML
tasks [16, 41]. While the undervaluing of data work compared to the
lionized work of building novel models and algorithms is common
in AI development [95], “data excellence” played a crucial role in
the quality of AI systems [95].

Despite that many unsupervised, self-supervised, and weakly-
supervisedmodels have been found useful inmany task domains [29,
126], supervised learning (i.e., models learning from annotated

example input-output pairs) still shows important advantages in
model performances and robustness. However, collecting annotated
ground truth data is usually a costly and time-consuming process
that requires extensive human labor.

There are two types of data annotation—(1) Explicit data anno-
tation, where human annotators use their perceptive and cognitive
abilities to categorize and label data for the purpose of creating
annotated datasets [9]. This is often a repetitive and tedious process
especially because datasets need to be large in order to be effective;
(2) Implicit data annotation, where users of a computing system
generate useful datasets as a side product of interacting with the
system (e.g., users of a recommender system generate useful data
when interacting with recommended items). While this approach
does not incur additional user efforts, it requires the system to be
deployed at a large scale in order to collect sufficient data, which
requires significant effort and is not always feasible in all task do-
mains and at all stages of the project. Implicit annotation also faces
the “cold start” problem [96]—it still needs a dataset for training the
initial model to provide acceptable performance at the beginning
before implicitly-annotated data from user interactions come in.

Peanut is designed to reduce the human effort required in ex-

plicit data annotation, making the process more efficient while
maintaining data accuracy. Meanwhile, Peanut also uses implicit

data annotation strategies to improve the performance of its own
object detection model in real-time while the user is in the process
of explicit interactive data annotation (detail in Section 3.3.4).

2.2.1 Assistance for Explicit Data Annotation. Explicit data anno-
tation is traditionally a fully manual process—a human annotator
examines the input data and determines the output result that
the ML model should produce using their human knowledge and
cognitive abilities [18] (e.g., the commonly used VIA tool [30] for
manual audio-visual annotation). Recently, several interactive tools
have been developed to assist human annotators with the pro-
cess [32, 91, 94, 100, 123]. Notably, Ruler [32] is an interactive
system that synthesizes labeling rules while the human annotator
manually assigns labels in textual data (known as the data program-

ming process [91]). Like Peanut, Ruler uses a partial-automation
approach where an intelligent system helps the human annotator
by automating some parts, but not the full end-to-end annotation
task. The two systems also share the “explicit+implicit” approach
as Ruler learns to synthesize new labeling rules while the user
manually labels the data. Desmond et al. introduced an AI labeling
assistant that uses a semi-supervised learning algorithm to predict
the most probable labels for each example in the labeling intents of
user natural language inquiries [28]. Peanut’s interfaces for users
to verify labels predicted by a model and correct model-generated
bounding boxes are similar to prior work in improving object de-
tection models in computer vision [53, 68].

Some ML-enabled annotation assistance tools use off-the-shelf
models to pre-label data as suggestions for users. For example,
CVAT2 uses a deep learning model to pre-label the images. Sim-
ilarly, Ilastik [12] provides pre-labels to support semi-automatic
image segmentation using edge detection and watershed models.
Although pre-labeling is effective for accelerating the annotation,
it risks annotating data with model biases, especially when the
2https://github.com/opencv/cvat
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data is in a new domain previously unseen in the model’s training
process [120]. The approach used in Peanut has significant differ-
ences from these pre-labeling approaches. Instead of performing
pre-labeling independent of human annotation, Peanut grounds
its annotation suggestions on human-labeled key frames in real-
time to balance model performance and human effort for achieving
high-quality annotations and ensuring user control of the annota-
tion process at the same time. The key frames are determined in
real-time according to video contents and intermediate annotation
results (Section 3.4.2). This approach also allows Peanut to learn
new topics from the user’s few shot annotations.

The problem domain in Peanut is also more complex than the
domain in existing AI-enabled annotation support tools for single-
modal data (e.g., images [12, 19], text [28, 34, 94, 101]). Peanut
works in a task domain with data in multiple modalities (audio
and visual). The task explicitly addresses the explicit and implicit
relations between data in different frames.

Another type of assistance for explicit data annotation uses the
strategy of batching (e.g., [9, 27, 107]). The system first puts “sim-
ilar” data into batches using unsupervised clustering models or
pre-trained models (e.g., semantic similarity for NLP tasks) and
then asks the human annotator to annotate data by batch. The
underlying assumption is that it would be easier and faster to an-
notate similar data together than to annotate them individually
because they are likely to be assigned with the same or similar
labels. The batching strategy has been shown to be effective in
accelerating the data annotation process [9]. A potential concern
with batching is users’ overreliance on AI—the human annotator
might assign the same label to a batch without carefully examining
each data point because “the AI model thought that they were all
similar” [9]. Peanut also uses batching—but it was not achieved
using an unsupervised clustering model. Instead, Peanut leverages
the characteristics of videos so that adjacent frames are often sim-
ilar to each other. The auditory and visual models used in Peanut
detect changes in the scene or sudden movements, which are used
to batch frames so that the human annotator only annotates key
frames. A guided workflow for human annotation (Section 3.3.2),
video playback, and thumbnail preview features (Section 3.3.3) in
Peanut alleviate the overreliance issue.

2.2.2 Implicit Data Annotation. Systems that use implicit data an-
notation strategy include (1) those that collect data from their in-
teractions with users for the purpose of a different data task, such
as reCAPTCHA [108] that collects user-annotated data for training
computer vision models through its interactive process of distin-
guishing human users from bots for authentication purposes and
the Foldit game [25] that collects user-annotated protein struc-
tures through an online game; (2) those that collect data from their
interactions with users for the purpose of improving the same inter-
action, such as recommender systems that learn about user personal
preferences as the user interacts with the recommended items [90]
and intelligent agents that learn about tasks while helping users
with task automation [61, 63].

Peanut’s use of implicit data annotation falls into the latter
category. As discussed in Section 3.3.4, the human annotation result
for each keyframe is used to fine-tune the visual-sound grounding
model, which reduces human effort in annotating the rest of the

frames. This strategy is also an example of active learning [24, 99],
where the system chooses which data the visual-sound grounding
model should learn from by querying the user through Peanut’s
selection of keyframes (Section 3.4.2).

2.3 Human-AI Collaboration in Data Science

Peanut belongs to a fast-growing list of AI-powered interactive
tools that assist and augment human capabilities in different sub-
tasks in the data science workflow [44, 80, 110, 112]. Besides data
annotation, human-AI collaborative tools have also been developed
for data wrangling (i.e., cleaning and formatting data to make it
suitable for analysis [52]) (e.g., [40]), exploratory data analysis and
sensemaking (e.g., [114]), selection of ML models (e.g., [43]), gener-
ating new data features (e.g., [33]), testing and debugging ML mod-
els (e.g., [115]), and fine-tuning parameters in ML models (e.g., [69]).

The design of Peanut is informed by empirical studies on how
data science workers work with data [76, 77] and data workers’ per-
ceptions and mental models of human-AI collaborative data science
tools [112]. For example, studies [76, 77] reported that the difficulty
with finding reliable labels for ground truth is a common problem
that data science practitioners encounter. In industry settings, ex-
ternal domain experts often need to be hired [77]. Spreadsheet is
commonly used as a tool for labeling—while specialized tools such
as CrowdFlower3 have also been used, they are used to facilitate
group collaboration on data annotation [77] with no intelligent
automation feature that reduces the workload of the annotation.

More broadly, facilitating effective collaboration between human
and intelligent systems has been a long-standing topic since the
origin of HCI research in the seminal paper on man-computer sym-
biosis [64] where computers can “do the routinizable work that must
be done to prepare the way for insights” meanwhile human users
can leverage their domain expertise to make decisions that comput-
ers cannot. The design of Peanut follows this pattern where the
system marks potential object candidates and identifies keyframes
for users to annotate using single-modal partial-automation models
while the user ”connects the final dots” with their annotations that
finish the end-to-end multi-modal process using human perceptive
and cognitive capabilities that ML models do not yet possess.

Later work such as the principles in mixed-initiative interac-
tions [47] identified strategies such as considering uncertainties
in user intents, assessing the added-value of automation, provid-
ing mechanisms for refining automation results, and maintaining
user working memory of interactions. More recently, guidelines
in human-AI interaction [4] have been proposed to address chal-
lenges that camewith the popularity of “black-box-like” data-driven
AI models in interaction systems (as opposed to the “traditional”
planning-based techniques). These guidelines, principles, and theo-
retical frameworks have been widely used in the design of human-
AI collaborative systems in domains like healthcare [17], creativity
support [71], and error repairs in chatbots [62]. Two key human-AI
collaboration challenges we specifically address in the design of
Peanut are to accommodate the imperfection of AI models and
to enable the continuous learning of partial-automation models,
which we discuss in Section 3.2.

3https://appen.com/
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3 THE PEANUT SYSTEM

3.1 Task: Sounding Object Localization

Peanut focuses on annotating data for the sounding object lo-
calization task. As defined in [50], given a video, sounding object
localization aims to semantically correlate each sound to the visual
regions containing the sounding source and recognize the category
of the sound in each frame. Therefore, in the annotation task, the
annotator should first identify all the sounds in the current frame,
and for each sound, provide a semantic label (e.g., church bell, dog
bark) and associate it to its sounding object (represented as a bound-
ing box) for each and every frame in a video. A frame may contain
multiple sounding objects at the same time as well as silent objects
that are physically capable of making sounds.

3.2 Design Goals

Informed by results from prior studies on data annotation [9, 73, 91],
status quo of relevant ML models, and our experience with data
annotation and human-AI collaborative tools, we summarized the
following four design goals in our design of an AI-assisted audio-
visual data annotation tool to address potential human and AI
challenges in sounding object localization task:

DG1: Improving annotation efficiency without compromising accu-

racy with imperfect AI models. The ultimate goal of the annotation
is to collect data to train an end-to-end ML model for the sounding
object localization task. Although there are some end-to-end mod-
els for this task [49, 85, 98, 106], their performance is limited due to
the lack of annotated data, which our work seeks to address. While
some off-the-shelf models (e.g., object detectors, audio tagging mod-
els) can contribute to the annotation process of audio-visual data,
they are often limited in several ways: (1) they often process in-
put data in only one modality; (2) they have limited accuracy (as
they are not specifically trained for our domain); and (3) they only
assist with a part of the annotation process. In contrast, our annota-
tion task requires: (1) processing multi-modal audio-visual data; (2)
achieving high accuracy in annotation; and (3) providing an end-
to-end annotation from raw videos to annotated sounding objects
in each frame of the video.

However, the limitations of AI models do not preclude their po-
tential to function as assistant to human annotators. Prior works
[12, 23, 54] have demonstrated that using AI models to automate
parts of data annotation tasks could significantly improve annota-
tion efficiency. Nonetheless, previous research [73] also suggested
that without effective human intervention strategy, imperfect AI
could result in lower quality in annotations despite the higher
efficiency. Therefore, our main motivation is: how can we make
annotating audio-visual data more efficient by introducing AI as-
sistance that reduces human effort and cognitive load? Meantime,
it is also crucial that improved efficiency does not come at the cost
of compromising accuracy. As discussed in [95], data quality issues
can cause significant compounding negative effects on downstream
tasks, resulting in “data cascades” that harm users and communities.

DG2: Supporting users’ agency and mitigating their overreliance

on AI models. Prior work [58] find that users tend to give premature
cognitive commitment to automation if the assisted task is routine,
repetitive, and demanding. In particular, Ashktorab et al. [9] showed

that AI-assisted data labeling tasks conform to these characteristics
in which users are inclined to overrely on AI: despite the inaccura-
cies of the models, human users sometimes perceive higher qualities
and higher capabilities of the models than what they actually are
when they observe their high performance in common situations.
However, when uncommon situations arise, human users may over-
rely on AI automation which could threat human discernment and
agency in annotation [9]. This poses a challenge in our task given
that the frame-wise annotation is highly repetitive and demanding,
which may make users less wary of the cross-modal mismatches
and inaccurate annotations by the AI. Therefore, our system should
make it easy for users to identify potential errors in AI results and
ensure that users fulfill their duties of reviewing and validating AI
results in the annotation workflow. Furthermore, our system should
support user agency in the annotation process, providing the flex-
ibility to control the degree of human involvement based on their
perception of AI’s accuracy change over the annotation process.

DG3: Minimizing the learning barrier. Data annotation tasks are
often conducted by people without significant AI/ML expertise—
many users of data annotation tools are either domain experts
(e.g., physicians and radiologists who annotate medical imaging
data [79]) or laypeople who only annotate data either as a one-
off task or only occasionally (e.g., Mechanic Turk workers [73]).
Therefore, it would be prohibitive if the tool has a high learning
barrier or requires extensive expertise from the users. Ideally, the
system should not require users to learn new skills beyond what
they would already need if they labeled the data manually.

DG4: Supporting annotation for diverse video topics. Audio-visual
scenarios are intrinsically diverse in terms of the object, sound,
and event type involved in videos [7]. Therefore, our annotation
tool should be able to provide users with effective AI assistance
regardless of the topics in the videos being labeled. To meet this
need, models used in the pipeline should be generalizable and not
limited to specific domains. While some of these models might be
pre-trained to bootstrap the system’s performance in cold-start
situations for common topics, they should also be able to learn
about new object and audio types quickly from the user’s few-shot
example data in real time.

3.3 System Design

To address the aforementioned design challenges and design goals,
we designed and implemented Peanut, a human-AI collaborative
audio-visual annotation tool that seeks to make annotation more
efficient using novel interaction strategies, features, and algorithms.
Figure 1 shows the main annotation workspace of Peanut, which
consists of three components: (1) a canvas that displays the video
frame and its current annotation state (C); (2) top and side toolbars
that allow the annotator to perform different operations (A, B); (3)
an information panel that summarizes the meta-information about
the current object types and displays the operation history (D). The
system architecture of Peanut is shown in Figure 2.

3.3.1 Human annotation. For each frame, Peanut lowers the user’s
effort and cognitive load to annotate it by: (1) facilitating the user’s
access to both global and local audio-visual contexts; (2) inferring
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Figure 2: The system architecture of Peanut. The video frames and the audio clips are processed separately by single-

modal partial-automation models before they are presented to the human annotator for the end-to-end result that leverages

the annotator’s multi-modal perceptive and cognitive capabilities. Both the object detector and the audio tagging model

incrementally improve their own performances using an active learning approach.

bounding boxes for potential candidates of sounding objects; and
(3) predicting the audio tags for sounds.

When the user moves to a frame that corresponds to the i-th
millisecond (ms) of the video, Peanut will auto-play a one-second-
long audio clip that contains the soundtrack from i-500 to i+500 ms,
which gives the annotator a sense of the local audio context. The
annotator can replay the local soundtrack by clicking the “Audio”
button. In addition, Peanut allows the annotator to watch the
entire video at any time during the annotation process, which helps
the annotator disambiguate between the identities of local sound
sources with the information of the global context.

Peanut helps the annotator locate and tag the sounding ob-
ject. When using Peanut to annotate a frame, instead of manually
recognizing the audio type and drawing the bounding box for its
sounding object, the user, in most cases, selects a sound type from
a list of predictions made by an audio-tagging model and matches
it to one of the visual objects detected by an object detector (red
boxes shown in Figure 1). This process can reduce the annotator’s
cognitive load for locating and labeling the sounding objects (DG1)
and demand no domain knowledge from annotators (DG3). If none
of the predicted sound types or visual objects is correct, the anno-
tator can manually enter a sound type and draw a new bounding
box by clicking the / button.

3.3.2 Automatic annotation. Besides reducing the efforts required
for the user to annotate each frame, Peanut allows the user to
annotate fewer frames. Instead of asking the annotator to label every

frame in the video, Peanut uses two complementary strategies to
automatically infer the annotation result of the remaining frames
based on the human annotation of “key frames”. The combination
of two strategies provides the annotator with the flexibility to adjust
the granularity of automatic annotation.

For the first strategy, Peanut dynamically navigates the anno-
tator to the next keyframe that requires human annotation, from
which Peanut can infer the annotation results of the frames be-
tween two human-annotated ones. The annotator can go to the
next recommended keyframe by clicking the� button. Under the
hood, Peanut uses an audio-visual-sensitive binary search algo-
rithm (see Section 3.4.1) to identify the next keyframe that needs
human annotation. Note that the recommended key frames may not
be in sequential order. For example, after an annotator annotates
the 10th and 20th frame consecutively, Peanut may roll back to
the 15th frame if there was a significant visual or auditory change
between the 10th frame and the 20th frame according to the human
annotation results. When the annotator finishes the annotation
of two adjacent recommended keyframes, if both are determined
to be continuous in both auditory and visual spaces, Peanut will
automatically interpolate the annotation results of the in-between
frames by tracking the movement of known sounding objects, as
explained in Section 3.4.1.

In the second strategy, the annotator can choose to automate the
annotation of each frame by clicking on the � button. Peanut will
preempt the annotation of the immediate next frame for the anno-
tator to review and confirm. In this way, the annotator can closely
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Figure 3: Peanut provides two interfaces for users to review the annotation result: the frame-by-frame thumbnail review and

the annotated video playback preview.

inspect the automatic annotation result to ensure its correctness.
The second strategy is especially useful when the auditory or visual
context changes quickly in the video.

It’s important to note that PEANUT provides users with the
choice to select their preferred strategy at any moment during the
video annotation, thus allowing dynamic control over the level of
human engagement in the annotation process (DG2).

3.3.3 Annotation result review. Peanut uses two interfaces for the
annotator to review the annotation result: frame-by-frame thumb-

nail and annotated video playback preview (Figure 3). The frame-by-

frame thumbnail interface displays the annotation result of each
frame in a grid view, enabling the annotator to quickly detect frames
with inappropriate annotations. The annotated video playback pre-
view interface allows the annotator to examine how the entire video
looks after the annotation process is finished. The sound types are
also displayed in semi-transparent white boxes above the bounding
boxes. The annotator can also go to a specific frame to review and
modify the annotation result by clicking the Move To button. These
two features are designed to assist humans in spotting potential
inaccuracies in AI annotations by employing supplementary review
strategies, in order to mitigate possible overreliance (DG2).

3.3.4 Active learning. Human-in-the-loop audio-visual data anno-
tation may face two predominant challenges. First, the pre-trained
object detector and sound taggingmodel could only be able to tackle
certain objects or sound types and provide little support in those un-
familiar data. Plus, the detection accuracy of object and sound type
may be contingent to event scenarios, while audio-visual scenarios
are often highly diverse. It is possible that the model has trouble
in recognizing a learned type from an unseen scenario. To address
these challenges, as shown in Figure 2, Peanut adopts an active
learning strategy to optimize the visual sound grounding network
model, object detector and audio tagging model incrementally in
real time as the users annotate more data. Because video frames
and sounding objects in the same video are usually similar to each
other, this active learning strategy allows the model to learn from
ground truth data that likely closely resemble input data that it will

process in the future, effectively adapting the model to the domain
of the video. In this way, when encountering data type or event
scenario unknown to AI model, human annotators can provide the
model with a few ground truth annotations to enable it to classify
data in the current specific scenario. This strategy also eliminates
the need of granting a model with a generalized ability to handle
a wide range of diverse scenarios in a single training (DG4), which
is formidable for current audio-visual models.

3.4 Algorithmic Methods

3.4.1 Recommending the next frame for human annotation. We
developed an audio-visual sensitive binary search algorithm for
Peanut to decide the next “keyframe” that needs human anno-
tation (illustrated in Figure 4). The details of the algorithm are
shown in Algorithm 1. The index of the next key frame is decided
by the similarity of the annotation between the left bound frame
(lb), the current human annotation frame (cur), and a stack of right
bound frames (rbs). The left-bound frame refers to the preceding
human-annotated frame that is the closest to the current frame on
the timeline. On the contrary, the right-bound frames are those
after the current frame, while the annotation similarity between the
current frame and the right-bound frames needs to be confirmed.
The calculation of the annotation similarity uses a "predict-select-
compare" strategy. Given the current frame, Peanut first predicts
the sounding objects in the current frame by inheriting the hu-
man annotation of lb. Then Peanut compares the user-selected
sounding objects and the predicted sounding objects. If these two
sets of objects are not the same, this indicates that there is a visual
discontinuity between lb and cur that is not captured by Peanut.
To locate the first frame of this “discontinuity” efficiently, Peanut
adopts binary search and asks the human annotator to label the
frame ⌊ 𝑙𝑏+𝑐𝑢𝑟2 ⌋, meanwhile Peanut pushes cur into rbs. On the
other hand, if the predicted sounding objects are the same as the
user-selected one, Peanut will further examine whether a right-
bound frame exists. If rbs is not empty, Peanut will calculate the
similarity between cur and tf, where tf is the frame at the top of
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Figure 4: The illustration of the visual-audio sensitive binary search algorithm (Algorithm 1). Blue rectangles represent the

frames that have already been annotated by a human annotator, grey rectangles represent the frames that have not been

annotated, pink rectangles represent the frames that the human annotator is working on, and green rectangles represent the

frames automatically annotated by Peanut.

rbs. Peanut will remove tf from rbs if the similarity holds and au-
tomatically interpolate the annotation results for the intermediate
frames in between (Algorithm 2). After that, Peanut continues to
compare cur and the new frame at the top of rbs until rbs becomes
empty. If the similarity does not hold, Peanut will ask the human
annotator to annotate the frame ⌊ 𝑐𝑢𝑟+𝑡 𝑓2 ⌋.

Otherwise, if the predicted sounding objects are the same as the
user-selected ones and no right bound frame exists, Peanut will
move to the first frame that follows the farthest human-annotated
frame hf and has a significant auditory or visual change compared
to hf (Algorithm 3). If there is no significant auditory or visual
change in the next 𝑘 frames (we used 𝑘 = 10 in our implementation
of Peanut), Peanut will ask the human annotator to annotate the
frame ℎ𝑓 + 𝑘 .

3.4.2 Detecting visual and auditory changes. When a frame has a
significant visual or auditory change compared to the last human-
annotated frame denoted src, Peanut needs a human annotator
to annotate it. A frame denoted target is considered to have a
significant visual change relative to src if (1) the number of detected
objects varies between these two frames or (2) a bounding box in src
does not have a correspondence in target, where the correspondence
establishes if, given a bounding box i on left, there is a bounding
box in target that overlaps i and the overlapping area satisfies the
Condition 1, where overlapping parameters 𝛼 is 0.8 and 𝛽 is 0.05.
The overlapping threshold decreases as the time difference between
the target and source frames increases.

𝑂𝑣𝑒𝑟𝑙𝑎𝑝𝐴𝑟𝑒𝑎(𝐵ℎ𝑖𝑔ℎ𝑒𝑠𝑡 , 𝐴𝑖 ) >
[𝛼 − (𝐼𝑛𝑑𝑒𝑥𝑡𝑎𝑟𝑔𝑒𝑡 − 𝐼𝑛𝑑𝑒𝑥𝑠𝑟𝑐 ) × 𝛽] ×𝐴𝑟𝑒𝑎(𝐴𝑖 )

(1)

The detection of significant auditory changes is based on an
audio tagging model. Peanut uses a state-of-the-art pre-trained
Audio Neural Networks [57] to predict the audio tags for each frame.
An audio tag describes the possible type (e.g., train horn, race car,
truck, as shown in Figure 2) of the sound corresponding to that
frame.

3.4.3 Tackling complex audio-visual scenarios. Audio-visual data
often inherently possess various complexities. For example, there
might be situations where multiple sound-producing objects are
active at the same time, making it challenging to discern the spe-
cific source of a sound. Besides, some sounds may start at different
times and overlap with each other. Additionally, the video may
lack a visual indicator of the sounding object, which could com-
plicate the correlation between two modalities. To tackle those
complexities, our algorithm focuses on identifying discrepancies or
ambiguity in the auditory or visual modality, and asks humans to
annotate keyframes. For example, in cases of simultaneous sounds
from multiple objects, Peanut requests human assistance when
the audio-tagging model’s confidence score is low, indicating au-
ditory uncertainty. Also, the detection of sound changes prompts
annotation at the frames with new sound sources. When sounding
objects are not visible, Peanut invokes human intervention at the
initial sound frame, predicting the same annotation for subsequent
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Name: AudioVisualSensitiveBinarySearch

Input: 𝐿𝑒 𝑓 𝑡𝐵𝑜𝑢𝑛𝑑𝐹𝑟𝑎𝑚𝑒,𝐶𝑢𝑟𝑟𝑒𝑛𝑡𝐻𝑢𝑚𝑎𝑛𝐴𝑛𝑛𝑜𝑡𝑎𝑡𝑒𝑑𝐹𝑟𝑎𝑚𝑒,

𝐺𝑙𝑜𝑏𝑎𝑙𝑅𝑖𝑔ℎ𝑡𝐵𝑜𝑢𝑛𝑑𝑆𝑡𝑎𝑐𝑘

Output: 𝑁𝑒𝑥𝑡𝐻𝑢𝑚𝑎𝑛𝐴𝑛𝑛𝑜𝑡𝑎𝑡𝑒𝑑𝐹𝑟𝑎𝑚𝑒

𝑙𝑒 𝑓 𝑡 ← 𝐿𝑒 𝑓 𝑡𝐵𝑜𝑢𝑛𝑑𝐹𝑟𝑎𝑚𝑒 ;
𝑟𝑖𝑔ℎ𝑡 ← 𝐶𝑢𝑟𝑟𝑒𝑛𝑡𝐻𝑢𝑚𝑎𝑛𝐴𝑛𝑛𝑜𝑡𝑎𝑡𝑒𝑑𝐹𝑟𝑎𝑚𝑒 ;
𝑔𝑟𝑠 ← 𝐺𝑙𝑜𝑏𝑎𝑙𝑅𝑖𝑔ℎ𝑡𝐵𝑜𝑢𝑛𝑑𝐹𝑟𝑎𝑚𝑒𝑆𝑡𝑎𝑐𝑘 ;
𝑝𝑟𝑒𝑑𝑂𝑏 𝑗𝑒𝑐𝑡𝑠 ←
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑆𝑜𝑢𝑛𝑑𝑖𝑛𝑔𝑂𝑏 𝑗𝑒𝑐𝑡𝐹𝑟𝑜𝑚𝑃𝑟𝑖𝑜𝑟𝐴𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛(𝑙𝑒 𝑓 𝑡, 𝑟𝑖𝑔ℎ𝑡);

if 𝑟𝑖𝑔ℎ𝑡 ==0 or (𝑝𝑟𝑒𝑑𝑂𝑏 𝑗𝑒𝑐𝑡𝑠 == 𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑𝑂𝑏 𝑗𝑒𝑐𝑡𝑠 [𝑟𝑖𝑔ℎ𝑡]
and 𝑔𝑟𝑠.𝑙𝑒𝑛𝑔𝑡ℎ == 0) then

return FarthestFrameNeedHumanAnnotation();
else if 𝑝𝑟𝑒𝑑𝑂𝑏 𝑗𝑒𝑐𝑡𝑠 == 𝑆𝑒𝑙𝑒𝑐𝑡𝑒𝑑𝑂𝑏 𝑗𝑒𝑐𝑡𝑠 [𝑟𝑖𝑔ℎ𝑡] and
𝑔𝑟𝑠.𝑙𝑒𝑛𝑔𝑡ℎ > 0) then

𝑐𝑢𝑟 ← 𝑟𝑖𝑔ℎ𝑡 ;
𝑟𝑖𝑔ℎ𝑡 ← 𝑔𝑟𝑠.𝑝𝑜𝑝 ();
while right != Null do

𝑝𝑟𝑒𝑑𝑂𝑏 𝑗𝑒𝑐𝑡𝑠 ←
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑆𝑜𝑢𝑛𝑑𝑖𝑛𝑔𝑂𝑏 𝑗𝑒𝑐𝑡𝐹𝑟𝑜𝑚𝑃𝑟𝑖𝑜𝑟𝐴𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛(𝑐𝑢𝑟, 𝑟𝑖𝑔ℎ𝑡);

if pred_objects == SelectedObjects[right] then

PopulateFrameAnnotation(𝑐𝑢𝑟 , 𝑟𝑖𝑔ℎ𝑡 );
𝑐𝑢𝑟 ← 𝑟𝑖𝑔ℎ𝑡 ;
𝑟𝑖𝑔ℎ𝑡 ← 𝑔𝑟𝑠.𝑝𝑜𝑝 ();

else

𝑛𝑒𝑥𝑡 ← ⌊ 𝑐𝑢𝑟+𝑟𝑖𝑔ℎ𝑡2 ⌋;
return 𝑛𝑒𝑥𝑡 ;

end

end

return FarthestFrameNeedHumanAnnotation();
else

𝑔𝑟𝑠.𝑝𝑢𝑠ℎ(𝑟𝑖𝑔ℎ𝑡);
𝑛𝑒𝑥𝑡 ← ⌊ 𝑙𝑒 𝑓 𝑡+𝑟𝑖𝑔ℎ𝑡2 ⌋;
return 𝑛𝑒𝑥𝑡 ;

end

Algorithm 1: The audio-visual-sensitive binary search algo-
rithm

Name: PopulateFrameAnnotation

Input: 𝑙𝑒 𝑓 𝑡, 𝑟𝑖𝑔ℎ𝑡

Output: 𝑁𝑜𝑛𝑒

for 𝑖 ← 𝑙𝑒 𝑓 𝑡 + 1 to 𝑟𝑖𝑔ℎ𝑡 do
𝑝𝑟𝑒𝑑𝐴𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛 ←
𝑃𝑟𝑒𝑑𝑖𝑐𝑡𝑆𝑜𝑢𝑛𝑑𝑖𝑛𝑔𝑂𝑏 𝑗𝑒𝑐𝑡𝐹𝑟𝑜𝑚𝑃𝑟𝑖𝑜𝑟𝐴𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛(𝑙𝑒 𝑓 𝑡, 𝑖);

if AduioTags[i].contains(videoTag) then

𝐴𝑛𝑛𝑜𝑡𝑎𝑡𝑒 (𝑖, 𝑝𝑟𝑒𝑑𝐴𝑛𝑛𝑜𝑡𝑎𝑡𝑖𝑜𝑛);
end

end

Algorithm 2: Automatically interpolate the annotation results
for the frames between two human-annotated frames

Name: FarthestFrameNeedHumanAnnotation

Input: 𝑁𝑜𝑛𝑒

Output: 𝑛𝑒𝑥𝑡

𝑓 𝑟𝑎𝑚𝑒𝐼𝑛𝑑𝑒𝑥 ← 𝑔𝑒𝑡𝐹𝑎𝑟𝑡ℎ𝑒𝑠𝑡𝐻𝑢𝑚𝑎𝑛𝐴𝑛𝑛𝑜𝑡𝑎𝑡𝑒𝑑𝐹𝑟𝑎𝑚𝑒 ();
for 𝑖 ← 1 to k do

if DetectAudioVisualChange(frameIndex, frameIndex+i)

== false then

𝑐𝑜𝑛𝑡𝑖𝑛𝑢𝑒

end

else

return 𝑓 𝑟𝑎𝑚𝑒𝐼𝑛𝑑𝑒𝑥 + 𝑖;
end

end

Algorithm 3: Return the farthest frame that needs human
annotation

frames until significant changes occur (sound cessation or the in-
troduction of a new sound). The “jumpback” (Algorithm 1) solicits
human input at the midpoint when successive key frames have
inconsistent annotations due to sounding object changing with no
visual cue.

Our approach echos prior research [15, 39, 51, 124] in human-AI
collaboration for the completion of complex tasks where machine
learning models primarily target the automation of repetitive and
mundane tasks, resorting to human assistance when the uncertainty
score surpasses a threshold.

3.5 Implementation

3.5.1 Web app. The front-end web application of Peanut is imple-
mented in React based on react-image-annotate

4, an open-source
framework for the development of image annotation tools and
hosted using Python’s built-in HTTP server. The back-end server
is developed using the Flask framework with a MongoDB database
that stores user annotations and log data.

3.5.2 Object detector. Peanut uses the off-the-shelf Detectron2
[116] library for implementing its object detector. The object detec-
tor is built using the Faster R-CNN [92] neural network architecture
with R101-FPN feature pyramid networks [65] and is pre-trained
on the domain-general MS-COCO dataset [66]. The object detector
does not need to be retrained when using Peanut on videos from
a new topic domain. From the input of a video frame in bitmap
format, the object detector can identify objects of 80 different types
(e.g., “train”, “violin”, “dog”, etc.) and return the corresponding co-
ordinates of the bounding box and the type of each object.

3.5.3 Active visual sound grounding. The Visual Sound Grounding
(VSG) networkmodel is trained to identify objects that make sounds
among the candidate objects in each video frame. The network is
built on top of [104]. The network is first pre-trained on the AVE
dataset [106]. Afterward, it is iteratively and incrementally fine-
tuned with newly annotated data during the active learning stage.
The network takes the feature of the current audio clip and objects
that are proposed by the object detector (Section 3.5.2) as inputs
and predicts the likelihood that each object is associated with the
sound, which allows the model to identify and remove bounding
4https://github.com/UniversalDataTool/react-image-annotate

https://github.com/UniversalDataTool/react-image-annotate
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boxes that correspond to likely-silent objects from the potential
candidates of bounding boxes.

4 USER EVALUATION

To evaluate Peanut, we conducted a user study5 with 20 users
to compare the efficiency and accuracy of audio-visual data anno-
tation using Peanut with those using a baseline system without
intelligent features. The results of the study suggest that Peanut
can help users annotate data for the sounding object localization
task at a faster speed than in the baseline condition, while also im-
proving the annotation accuracy at the same time. The user study
also validated the usability of Peanut and provided insight into
user reflections on their experiences using Peanut.

4.1 Participants

For this study, we recruited 20 participants through university mail-
ing lists. 7 were undergraduate students, 8 were Master’s students,
4 were doctoral students, and 1 was a high school student. Each
participant was compensated with $15 USD for their time.

Our participants had varied levels of prior data annotation expe-
riences and ML backgrounds. 8 participants had no prior experience
with data annotation and 12 had annotated data at least once. 5
participants had no ML background, 5 participants had at least a be-
ginner level of ML knowledge (have taken introductory ML courses
or had basic ML knowledge), 5 had an intermediate level of ML
expertise (have taken advanced ML courses or with equivalent ex-
pertise), and 5 identified themselves as experts in ML (experienced
researchers or practitioners of ML).

4.2 Study Design

Each user study session lasted around 70 minutes and was con-
ducted remotely on Zoom due to the impact of the COVID-19 global
pandemic. Before the beginning of each session, the participant
signed the consent form and completed a demographic question-
naire. Participants accessed Peanut using the browser on their
own computers and shared their screens with the experimenter.
After receiving a 5-minute tutorial on how to use Peanut’s inter-
face, each participant completed the annotation tasks under two
conditions in random order (see Section 4.2.2) and completed a post-
study questionnaire on their perceived usability and usefulness of
Peanut. The study session ended with a 10-minute semi-structured
interview with the participant in which they reflected on their ex-
perience interacting with Peanut. All user study sessions were
video recorded.

4.2.1 Dataset. In this study, we trained and evaluated Peanut
using the Audio-Visual Event (AVE) dataset [106], which is a widely
used benchmark dataset for the audio-visual localization task. The
full AVE dataset contains 4,143 video clips from a wide range of
topics and domains (e.g., “Church Bell”, “Male speech”, “Dog Bark”)
in 28 event categories. Each video clip in the AVE dataset is about
10 seconds long. We re-sampled each video at 8 FPS (a common
practice in audio-visual data annotation so there are fewer frames
to annotate in each video). For the user study, we used a sample

5The study protocol has been reviewed and approved by the IRB at our institution.

Average SoC ↓ # of Frames ↑ cIoU ↑
Full Automated N/A N/A 0.33
Full Manual 7.73 169.45 0.72
Peanut 5.12 488.85 0.93

Table 1: Statistics of participants’ performance in control

(Full Manual) and experiment (Peanut) conditions. SoC

means second of completion per frame, # of frames means

the total number of frames that a participant annotates in

the condition, cIoUmeans consensus intersection over union,

which is a well-accepted measure for the accuracy of bound-

ing box annotation. The cIoU accuracy of the fully automated

model is also provided as a reference.

of 30 video clips from the AVE dataset. The sampled dataset con-
tains 10 different event categories such as music play, car race,
male/female speech to investigate the effectiveness of Peanut on
videos with a variety of topics. Each of these 30 video clips was
manually annotated by two experts as ground truth data for eval-
uating the accuracy of user annotation. Two authors, who were
experts in audio-visual learning, annotated the ground truth data
independently using the baseline Full Manual version of Peanut.
We used cIoU (see Section 4.3.3) to measure the inter-annotator
agreement. The average cIoU score between the annotation results
by two experts is 0.96, suggesting a very high agreement between
the two expert annotators.

4.2.2 Conditions. The study used a within-subject design, where
each participant performed tasks under two conditions in random
order. In the experiment condition (Peanut), the participant used
the fully functional Peanut tool to label videos from a split of
our sample dataset in 25 minutes. In the control condition (Full
Manual), the participant used a baseline version of Peanut with all
“intelligent features” (object detector, active visual sound grounding,
and annotation interpolation) turned off to label the videos from
the other split of our sample dataset in 25 minutes. The control
condition reflected the essential practices of the current video or
image data annotation tools [30, 109, 121]. The split of the videos
between the two conditions and the order of the videos in each
condition were randomized in each study session. In Table 1, we
also include the accuracy score of a “Fully Automated” model using
the pre-trained VSG network as a baseline for annotation accuracy.

4.2.3 Procedure. In the study, participants were asked to annotate
audio-visual data for sounding object localization using Peanut and
the baseline tool. We randomized the order to control for learning
effects. The study procedure consisted of three parts: a 30-minute
session with the first interface, a 30-minute session with the second
interface, and a 10-minute session for the post-study interview
and a post-study questionnaire. In each 30-minute session, the
experimenter started with a 5-minute tutorial teaching participants
how to use the interface in the condition. Subsequently, participants
had 25 minutes to annotate as many video frames as possible using
the tool provided. After completing both sessions, each participant
filled out a post-study questionnaire. The study session ended with
a 10-minute semi-structured interview.
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4.3 Results on Annotation Performance

We expect Peanut to accelerate the annotation task for participants
in two ways: (H1) the user can annotate each frame faster because
of the model-suggested bounding boxes of detected visual objects
and the predicted audio tags; (H2) the user needs to manually an-
notate fewer frames due to the visual-audio-sensitive binary search
process.

As shown in Table 1, we report three statistics. The average sec-
ond of completion (SoC) validates H1, and the # of Frames validates
the combined effect of H1 and H2. cIoU measures the impact of us-
ing Peanut on the accuracy of the annotated data. When reporting
those statistics, we also report the standard deviation among all
users in the target condition. We will explain each statistics and its
results in this section.

4.3.1 Time to completion. We calculated the average seconds of
completion (Average SoC) on human-annotated frames. SoC mea-
sures the average time participants spent annotating each video
frame (not including those automatically annotated by the model).
The difference between the two conditions in SoC demonstrates
the effectiveness of Peanut in reducing the effort and cognitive
load in the annotation of individual frames, such as displaying
the potential candidates of objects and removing silent objects. As
shown in Table 1, the average SoC is 5.12 per frame (𝑆𝐷 = 1.87)
in the experiment condition and 7.73 per frame (𝑆𝐷 = 2.23) in the
control condition. The paired t-test showed that there is a signifi-
cant difference between the average SoC under the two conditions
(𝑝 < 0.01), indicating that participants can annotate a frame faster
with Peanut than with the baseline interface.

4.3.2 The number of annotated frames. We calculated the aver-
age number of frames that a participant annotated in a 25-minute
session (# of Frames). Note that the count includes the frames au-
tomatically annotated by Peanut in the experiment condition. In
addition to capturing the effect of Peanut features reflected in
average SoC, the difference in the average number of frames be-
tween two conditions also reflects the effectiveness of automatic
annotation in Peanut—instead of annotating all the video frames
as in the baseline condition, participants only need to annotate key
frames identified by Peanut and verify automatic annotation in
the experiment condition. As shown in Table 1, the average num-
ber of annotated frames is 488.85 (𝑆𝐷 = 167.93) in the experiment
condition, and 169.45 (𝑆𝐷 = 68.26) in the control condition. The
paired t-test showed that there is a significant difference between
the average number of frames annotated under the two conditions
(𝑝 < 0.001), indicating that participants can annotate more frames
with Peanut than with the baseline interface in a 25-minute session.

4.3.3 Annotation accuracy. We used consensus intersection over

union (cIoU) [98] to assess the participants’ annotation accuracy in
each condition. cIoU is a common metric for quantitatively evaluat-
ing the accuracy of bounding box annotations. Given a video frame,
cIoU assigns scores to each pixel according to the consensus of
multiple expert annotations. In specific, the ground-truth bounding
boxes annotated by experts are first converted into binary maps
{b𝑗 }𝑁𝑗=1, where N is the number of expert annotators. Then, we
calculate a representative score map g from {b𝑗 } considering the
consensus of experts:

g =𝑚𝑖𝑛(
𝑁∑︁
𝑗=1

b𝑗

#𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠
, 1) (2)

where #𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠 is a parameter indicating the minimum number
of expert annotations to reach agreement. Since we have two expert
annotators, we set #𝑐𝑜𝑛𝑠𝑒𝑛𝑠𝑢𝑠=1 by the majority rule in our study.
Given this weighted score map g and participant’s annotation 𝛼 ,
we define cIoU as:

𝑐𝐼𝑜𝑈 =

∑
𝑖∈𝐴 g𝑖∑

𝑖 g𝑖 +
∑
𝑖∈𝐴−𝐺 1

(3)

where i indicates the pixel index of the map, 𝐴 = {𝑖 |𝛼𝑖 = 1} means
the set of pixels that the participant annotates, 𝐺 = {𝑖 |𝑔𝑖 > 0}
means the set of pixels in the weighted ground truth annotation.

We calculate the cIoU score for each annotated frame of each
participant. The average cIoU score for all annotated frames (all
by human) in the control condition is 0.72 (𝑆𝐷 = 0.14), and is 0.93
(𝑆𝐷 = 0.09) for all annotated frames (by human or by the sys-
tem) in the experiment condition. A paired sample t-test showed a
significant difference between the average cIoU under the two con-
ditions (𝑝 < 0.001). For comparison, the cIoU of a fully-automated
VSG (off-the-shelf pre-trained without any human annotation) on
the same sample of videos is 0.33 (𝑆𝐷 = 0.08). The paired t-test
shows that the cIoU for the fully-automated model is significantly
lower (𝑝 < 0.001) than both human-annotated conditions (Full
Manual and Peanut). The result indicates that the use of Peanut
can achieve a high annotation accuracy (and even higher than the
full-manual control condition in our experiment).

We suspect two possible reasons for the observed improvement
in accuracy in the Peanut condition compared to the Full Manual
condition: (1) The use of object detectors may have improved con-
sistency in selecting the bounding boxes. The annotation of some
sounding objects can be inherently ambiguous—for example, when
a sounding object is a person playing the violin, should the annota-
tor draw a box for the person (that includes the violin) or only the
violin? The labeling of situations like this can be inconsistent in the
Full Manual condition (e.g., the violin is selected in some frames,
while the person is selected in other frames). In this example situ-
ation, the objector detector would consistently go with the person
because it prefers larger boxes when choosing from two overlapped
ones (which is often consistent with the common best practice of
sounding object localization), reducing the bounding box inconsis-
tency in data annotation. (2) Drawing accurate bounding boxes is a
challenging task on its own. The bounding boxes drawn manually
by users often do not align as accurately with the edges of the
object as the model-detected boxes. Moreover, because data anno-
tation with the baseline interface is a highly repetitive and tedious
process, the precision of participants’ manually created bounding
boxes could fluctuate due to fatigue (e.g., not modifying a box when
an object has moved “a little bit”, but still aligns mostly with the
box). We plan to further investigate the factors that contribute to
the improvement of accuracy as a future work direction.

4.3.4 The impact of user expertise. Comparing the annotation ex-
perience and efficiency, users without prior annotation experience
annotated faster than those with prior annotation experience in the
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Peanut condition. The average numbers of frames that participants
with and without data annotation experience annotated in the ex-
periment condition were 394.5 (𝑆𝐷 = 95.46) and 630.4 (𝑆𝐷 = 187.78)
respectively. An unpaired t-test shows that participants without
data annotation experience annotated significantly more frames
than those with annotation experience (𝑝 = 0.043 < 0.05). Partic-
ipants without annotation experience also on average spent less
time on each frame (𝐴𝑉𝐺 = 4.35𝑠, 𝑆𝐷 = 0.75) than those with
annotation experience (𝐴𝑉𝐺 = 6.26𝑠, 𝑆𝐷 = 0.58) (𝑝 = 0.031 < 0.05).
There was no significant difference between their average number
of frames in the Full Manual condition. The efficiency improvement
from using Peanut (comparing # of Frames between Peanut and
Full Manual conditions) is significant for both groups.

In terms of ML expertise, there was no significant difference in
all three metrics (Average SoC, number of Frames, cIoU) among
groups of participants with different levels of ML expertise in a
one-way ANOVA test. We found no significant difference in anno-
tation accuracy between participants who had no prior annotation
experience and those who had prior annotation experience, either.

For the observed difference in efficiency between groups with
and without prior annotation experiences, a possible explanation
is that users with prior data annotation experience may be more
skeptical to automated annotation and thus spent more time double-
checking the results. We plan to investigate this phenomenon more
closely in future studies.

4.4 Results on User Behaviors and Experiences

4.4.1 Usage statistics. We analyzed the interaction logs and screen
recordings of participants in the experiment (Peanut) condition
to understand how participants interacted with Peanut’s AI as-
sistance, especially on the ratio between manual vs. automated
annotation and how often they edit the automated annotation re-
sults. As we see in Table 1, each participant, on average, annotated
488.85 frames in a session. Among them, an average of 37.2 (7.6%)
frames are manually annotated by the participant, 421.7 (86.2%) are
automatically annotated without any user modification, 29.9 (6.1%)
are first automatically annotated by the model and then modified
by the user. In each session, a participant on average resized/moved
the model-predicted bounding boxes of visual objects in 12.6 frames
(2.6%), created new bounding boxes for visual objects in 14.2 frames
(2.9%), and edited the model-predicted audio tags in 3.1 frames
(0.6%).

Among the annotations made in the Peanut condition, the aver-
age cIoU of the 13.8% human annotated frames is 0.81 (𝑆𝐷 = 0.12)
and average cIoU of the 86.2% automated annotated frames is 0.96
(𝑆𝐷 = 0.07). This result indicates that with a small portion of user
annotation on mostly “key frames” identified by our algorithm,
the model can get very accurate at automated annotations (com-
pared to the average cIoU of 0.33 in the Full Automated condition),
indicating the effectiveness of Peanut’s active learning pipeline.

4.4.2 Post-study questionnaire. In a post-study questionnaire, we
asked each participant to rate seven statements about the usability,
usefulness, and user experience of Peanut on a 7-point Likert
scale from “strongly agree” to “strongly disagree”. The results are
shown in Figure 5. Specifically, Peanut scored on average 4.9 (𝑆𝐷 =

1.92) on “Peanut is easy-to-use”, 5.7 (𝑆𝐷 = 2.10) on “I can learn

to use Peanut easily”, 5.6 (𝑆𝐷 = 2.19) on “I found the feature of

recommending candidate boxes is useful”, 5.15 (𝑆𝐷 = 2.08) on “I
found the feature of navigating to next frame to label is useful”, 5.15
(𝑆𝐷 = 2.16) on “I found the features of reviewing annotation result

are useful”, 5.5 (𝑆𝐷 = 2.16) “I found the feature of playing audio

corresponding to a frame is useful”, and 4.8 (𝑆𝐷 = 2.11) on “I enjoy
using Peanut”. The results indicate that our participants generally
found Peanut easy to use, and the design features are useful for
their annotations.

When a participant rated a statement lower than “agree”, the
experimenter would take a note and ask the participant about the
specific issues they had encountered and solicit their suggestions
for addressing these issues in the interview. We will report on these
findings in Section 4.4.3 below.

4.4.3 User experiences, challenges, and feedback. In the interview,
we discussed with the participants about their post-study ques-
tionnaire responses, the difficulties they encountered when using
Peanut, the different user experiences of annotating data in two
conditions, and their suggestions for the design of Peanut. The
leading author first coded all the interview transcripts indepen-
dently and discussed the codebook with another author to reach a
consensus. The unified codebook was then used by the other author
to code all the interview transcripts independently again to validate
the result. The overall inter-rater reliability is 0.72.

Most of the reported difficulties originated from the default po-
sitions and sizes of the canvas and the annotation box. Due to an
implementation bug, the video frames would be shown in a smaller
window in the upper left corner and users “had to drag and resize
them every time” (P13). The panel for predicted bounding boxes may
also appear outside the frame sometimes, so the user has to drag it
back to the current view. Both of these implementation issues can
be easily fixed in new versions of Peanut. Besides, after carefully
watching the video multiple times, participants still sometimes had
trouble recognizing the sound type or locating the source due to
“the background noise, ambiguity of the sound, and existence of mul-

tiple objects of a similar type” (P15). Lastly, a few participants found
the difference between the Next button and Next Label confusing,
especially in videos that had rapid visual or auditory changes, for
which Peanut tends to conservatively recommend the immediate
next frame when participants clicked the Next Label button, which
could confuse the user (P13).

When asked to describe the pros and cons of the AI-assisted
Peanut system compared to the baseline, the 20 participants men-
tioned that Peanut significantly accelerated their annotation pro-
cess and reduced their workload. Participants thought “Peanut
saved their time from doing repetitive and tedious manual labeling,

especially when frames varied little once a time” (P6). With the assis-
tance of Peanut, they only need to “focus on a handful of key frames”
(P10) or “keep clicking the Next button to oversee the automatic anno-

tation frame-by-frame” (P12). In addition, some participants thought
that the systems recommended more accurate bounding boxes than
what they can manually create, thus they did not need to “strug-
gle with creating precise boxes manually” (P13). Compared to the
baseline tool, Peanut “makes the annotation process much less ex-

hausting” (P13). On the weakness of Peanut, participants thought
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Figure 5: Results of the post-study questionnaire

that with the Next Label button they may easily overtrust the sys-
tem from the beginning, and “merely realized the wrong or missing

annotation when reviewing back at the end” (P4).
With regard to human agency, participants thought the system

“allow them to jump in and take control back at any time when they

feel the AI model start going wrong” (P16). P9 suggested that “the
system should provide more information or clear warning to them

so that they can better notice the issue and decide when to get in”.
Moreover, as to their reliance on AI models, some participants said
they “tend to trust AI more when the sounding object was obvious in

the video and AI correctly labelled them for consecutive frames” (P10).
In contrast, they “would choose to do it on their own when sounding

object changes a lot” (P5).
For the design of Peanut. P4 suggested enabling keyboard short-

cuts for frequently used operations such as drawing, deletion, and
frame switch. Furthermore, some participants thought "the algo-
rithm behind the Next Label button should be more robust" (P15)
especially “when the scene contains complex objects or has a large

variation between the frames” (P12).

5 DISCUSSION AND IMPLICATIONS

In this section, we discuss several novel interaction strategies that
we used in the design of Peanut, the lessons we learned in the
user study, and their implications for human-AI collaboration.

5.1 Connecting and Unifying Different Data

Modalities

The design of Peanut introduces a strategy for human-AI collabora-
tion inmulti-modal tasks that demand high perceptive and cognitive
overhead to process and associate input from different modalities.
Peanut uses two single-modal models that can provide partial au-
tomation. The human user then contributes by (1) validating the par-
tial automation result; (2) associating the partial automation result
of one model from one input modality with that of a different model
from a different input modality to achieve the multi-modal end goal.
Many participants found this partial automation approach effective
for reducing cognitive load and fatigue when annotating a large
number of similar frames. For example, P8 said “I almost fell asleep

when using the first interface (baseline). In comparison, the second one

(Peanut) allowedme to focus on those (frames) worth my effort so that

I did not need to do a tedious, repeated annotation for every picture”.
This new interaction strategy represents the adoption and de-

velopment of classic theories in multi-modal interfaces [83, 84] in
a new domain. Instead of an interface that processes user input
data in multiple (usually complementary) modalities and tries to
better understand the input from one modality using the input from
another modality (mutual disambiguation [82]), Peanut works in
the reversed direction, utilizing humans’ perceptive and cognitive
capabilities of understanding inputs from one modality using in-
puts from another modality in order to ground auditory data to
visual data. The strategy discussed in this paper and design impli-
cations from the study could translate to other multi-modal data
annotation tasks like natural language visual grounding [5] visual
question answering [6]. Besides, we expect this interaction strategy
to be useful in other application domains beyond data annotation,
such as helping users with visual or hearing impairments better
understand videos as discussed in Section 6.

5.2 Minimizing the Overhead Cost of AI in

Human-AI Collaboration

When we design the user workflow of Peanut, an important goal
is that the use of Peanut should not introduce additional burdens
or learning barriers compared to what the user would experience
if they manually annotated the same data. The user does not need
to learn a new skill or make any configuration of Peanut before
starting to use it. Anything the user does in Peanut is either a
sub-process of what they would need to do in manual annotation
(e.g., choosing the sounding object from several candidate boxes
instead of identifying the sounding object in the video and drawing
a box for it) or the same process but less repetitive (e.g., annotating
for only the key frames instead of all the frames). This is different
from many other human-AI collaboration scenarios, where the use
of AI incurs significant overhead, requiring justifying the use of AI
by assessing whether the benefit exceeds the cost.

To achieve this goal, we used a strategy of keeping the user’s
original workflow as much as possible. For example, Peanut can
identify the next key frame that the user can label (Section 3.3.2).
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This intelligent feature does not require any additional input from
the user, as it relies on only the user’s annotation result for the
current frame and the current state of the frame sequence. The
user’s interaction with the system also remains the same as in a
manual labeling tool—they click on the “Next” button to work on a
different frame after finishing annotating the current one with the
only difference being that the “next” frame is no longer necessarily
the (𝑛+1)𝑡ℎ frame after the𝑛𝑡ℎ frame. The user retains the ability to
freely move along the sequence of frames, edit previously annotated
frames, or annotate frames out of the “recommended” order as they
wish. Peanutwill automatically track the next recommended frame
to be annotated without requiring user intervention, allowing users
to retain control and agency in the human-AI collaborative data
annotation process. The participants confirmed the effectiveness of
human-AI collaboration in the interview. For example, P5 said that
“I felt it is smooth to work with the algorithm behind Peanut. It takes

care of many simple annotations that had to be done by myself in the

previous fully manual version”.
Another common type of “cost” in human-AI collaboration that

we address in Peanut is the degraded accuracy due to users’ overre-
liance on AI, which has been identified as a key issue in AI-assisted
data annotation [9]. When the audio-visual sound grounding model
identifies candidate objects and removes likely silent objects from
the candidates, we still expect the user to maintain their attention
and edit the results if needed. To address this challenge, Peanut pro-
vides video playback and thumbnail preview features (Section 3.3.3)
that allow the user to quickly validate the result and identify an-
notation issues if there are any. In the user study, these features
indeed helped participants locate incorrect automatic annotations
and consequently calibrate their trust in AI automation. For exam-
ple, P14 said that “I totally trusted the system to label the frames at

the beginning. However, as I looked at the review of the annotation

result, I realized the system could make mistakes and I have to go

back to improve the annotation”.

5.3 The Role of Partial Automation in Pursuit

of Full Automation

The traditional workflow of data annotation for ML models rep-
resents an approach that goes from full manual efforts directly to
full automation—human users go through a fully manual process
to create a dataset, which is then used to train a fully-automated
ML model. In contrast, Peanut’s approach highlights the role of
incrementally-trained partial-automation models that can bridge
the two ends in pursuit of full automation.

In Peanut’s model, as the user is annotating the data in a manual
process, partial-automation models are incrementally trained with
the user’s incomplete annotation of each frame. Thank to the char-
acteristic of video data that frames in the same video are usually sim-
ilar to each other, domain-general partial-automation models can
quickly adapt to the specific domain of the video in a few-shot fash-
ion. The active learning process guided by the key frame selections
(Section 3.4.2) in Peanut incrementally improves the performance
of partial-automation models as the user annotates more frames,
reducing human efforts to reach the data size and data quality re-
quired for training an end-to-end fully-automated model. During
the interview, P4 commented: “One feature I can imagine is that, with

my annotation on a few frames at the beginning of a video, the sys-

tem can learn to label the following frames or even other videos with

similar content and do the remaining annotation on behalf of me”.
We expect that such an approach can be useful for a variety

of other human-in-the-loop ML applications. An example is the
human/ML hybrid sensing approach such as Zensor [59] where
sensors can switch between crowd intelligence and ML to adapt
to environmental changes. However, unlike Zensor which toggles
between either full automation or full manual for the primary sens-
ing task and uses human annotation results as a validation method,
Peanut’s approach allows for more flexible partial-automation
states in between, taking advantage of the partially annotated data
to accelerate the annotation before a fully automated model is ready.

5.4 Mitigating Biases in AI-Assisted Data

Annotation

While the issue of biases is less prominent in task domain of Peanut
since unlike many other domains vulnerable to subjective bias (e.g.,
hate speech detection [74]), the result of sounding object localiza-
tion does come with an objective truth, mitigating the biases of AI
and human annotators in this task is still an important considera-
tion. Presumably, the addition of AI assistance in data annotation
could introduce or amplify two kinds of biases in annotation.

First, AI models in Peanut may introduce intrinsic biases to
annotation results [14, 26, 60]. These biases originated from the
dataset on which these models are pre-trained on. To address them,
Peanut identifies key frames with previously unseen objects and
proactively requests human annotation in these key frames. On
those key frames, the role of AI is to assist with human annotation
by suggesting label candidates for user to use rather than attempt-
ing to fully automating their annotations using the pre-trained
model. The design allows users to take control and accountability
of annotations on keyframes and offsets AI biases with human
judgement.

In addition to introducing biases themselves, AI models may
also amplify human errors when performing automated annotation
based on previous human annotations [1, 13, 21]. For example,
when there are multiple guitars in a key frame in the scene, the
human annotator may have difficulty in identifying which guitar is
currently making the sound and select a wrong guitar as the sound
source. In this case, the object detector in Peanut will propagate
this wrong annotation to automated annotations in subsequent
frames. The playback reviews (Section 3.3.3) could be useful to
mitigate this issue by providing a global context that facilitates
users to identify errors in continuous scenes.

We also expect to introduce other bias-reducing strategies in the
future version of Peanut. For example, we may implement assis-
tance functions to support human decision-making of the sound
source at key frames when the human annotator is unsure. For
example, Peanut may leverage the model-inferred depth and di-
rection information of the sound to indicate the likelihood of each
visual region in the frame containing the sound source object.
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6 LIMITATIONS & FUTUREWORK

6.1 Incorporating Speech and Natural Language

Models

The current version of Peanut only supports the use of auditory
and visual models, but not natural language understanding (NLU)
models that process the content of speech in videos. Speech is one of
the most ubiquitous sound sources in videos. Human speech usually
contains important semantic information relevant to the surround-
ing audio and visual scenes in physical environments. Moreover,
unlike other sounds (e.g., traffic, rain, dog barking), speech can be
transcribed into text using automatic speech recognition [46]. Bene-
fitting from advances in NLU [11, 22, 97, 102], we can automatically
extract structured and abstracted semantic content from transcribed
text. This could provide opportunities for us to incorporate NLU
models with Peanut to facilitate more powerful multimodal data
collection to support multidisciplinary research across audio, visual,
and language.

6.2 Expanding to Audio-Visual Tasks beyond

Sounding Object Localization

We implemented and evaluated the current version of Peanut in
the context of the sounding object localization task.With its support
for user interaction with both audio and visual modalities, Peanut
can be easily expanded to a range of multi-modal audio-visual tasks,
such as audio-visual event localization [106, 118], audio-visual video
parsing [105, 117], and audio-visual video captioning [89, 103].

Audio-visual event localization aims to temporally localize audio-
visual events6 and recognize the categories of events. Toward more
unified multi-sensory perception, audio-visual video parsing aims
to recognize event categories bind to sensory modalities and find
temporal boundaries of when such an event starts and ends. To
train models for addressing these two tasks, two datasets: AVE [106]
and LLP [105] have been collected, respectively. Due to the lack of
efficient annotation tools, only second-level temporal boundaries
with the corresponding categories are fully manually annotated in
these datasets.We believe that more precise frame-level annotations
will enable more accurate audio-visual ML models and facilitate
the development of future research.

In addition to facilitating existing tasks, our system has the po-
tential to help researchers investigate new problems. For example,
by collecting temporal boundary, object box, and category annota-
tions, we can formulate a new space-time audio-visual parsing task
that aims to perform spatio-temporal multi-modal analysis over
videos to predict temporal boundaries of audio, visual, and audio-
visual events, their associated semantic categories, and spatially
localized sounding objects.

6.3 Release and Deployment

We plan to release the Peanut tool for public use. We are also
currently planning a large-scale deployment to complete the anno-
tation of all 4,143 video clips in the AVE dataset [106] for sounding
object localization. The annotation result on the full AVE dataset

6Audio-visual events are synchronized video segments in which the sound sources are
visible and their sounds are audible.

will allow us to train a new supervised sounding object localiza-
tion model with the dataset, compare its performance with the
current state-of-art model, and illustrate Peanut’s effectiveness in
improving the performance of ML models by enabling the creation
of better-quality annotated datasets.

7 CONCLUSION

In this paper, we presented Peanut, a human-AI collaborative
audio-visual annotation tool for improving the data annotation ef-
ficiency of the sounding object localization task. A controlled user
study of Peanut demonstrated that a human-AI collaborative ap-
proach with several new mixed-initiative partial-automation strate-
gies can enable human annotators to perform the data annotation
task faster while maintaining high accuracy. Our findings provide
design implications for AI assistance in data annotation as well as
human-AI collaboration tools for working with multi-modal data.
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